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ABSTRACT

We preseait our practicd expeience in the modelng ard

integraton of cycle/phas-accurateingruction sd archiectue

(ISA) models of digital sgnal processors(DSP$ with other
hardware and softwae componentsA comnon appoachto the

modeling of processorsfor HW/SW co-verification relies on

ingruction-accuratéSA modelscombinel (i.e wrapped with the

businterfacemodet (BIM) tha geneate theclock/phae-accura
timing a the component’snterfacepins However for DSFs and
new microprocessorswith complex arclitectual feaures this

approachis from our perspecive not acceptale. The addtional

extengve modeing of the pipeline and othe archtectud ddails

in the BIM would force us to developtwo deailed processor
modelswith a complexBIM API betwesn them We therefore
proposean alternaive appoach in which the processorISAs

themelves are modekd in a full cycle/prase-accuratefashon.

The bus interface modé is then reducedto just modeing the

connectionto the pins Our modds have been integrded into a

number of cycle-basel and event-diven system smulation

environmerd We preent one such experiencein incorporaing

these modelsinto a VHDL environment The accuracyhasbesn

verified cycle-by-cycle againsg the gae/RTL level modek. Multi-

processordebugging and obsevabiity into the precie cycle-

accurateprocessorgtate is provided The use of co-verification

modelsin placeof the RTL resulted in systemspeadus up to 10

times, with the cycle-accurateISA models themséves reaching
performancesf upto 123Kcycles/&c.

1. INTRODUCTION

The trend of developingincreasngly complex systemsunde
shiinking time-to-marlet condiions contirues Typical curren-
day, single-chipelectonic systemimplementaions include a mix
of a numbe of microcontrolle, DSP, shaed memory,dedcated
logic, andinterconnectomponentsWith increasedhardware and
software design compleity, greder use of components from
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various deigin teans andthird paties, ard rising numbe of gates
per pin, verfication has emeged as a critical botleneck
suroundig the system-onchip deignparadgm.

In addressng this veiification botleneck,concurrehsimuation of

full systems-on-chipwith interacing hadwae ard softwareis
now widely recagnized as an importart and viable verification
approach.Co-simubton/veification of hardware and softwae
has been proposedfor a numter of environmets such as [8]

[3][12][5][10][13][4][15][2] andis dso offered commerciallyby
companie such as Mentor Graplics [9], Synopys [14] and
others

In this work our intereg is system co-simulation used during
cycle-acurae systemverification, after the systemarchtecure
hasbeesn sdected and hardware and softwaremodes have been
developed Cosimuation enalbes the verfication of actua
processorpplicaion coderunring on ISA processomodelsin
conjunction with accura¢ modéds of the remande of the
hardware system.

In generalfor cycle-accurat@rocessor modiag, thee havebesn
efforts which devdop C/C™*-basedcycle-acuratelSA modelsto
verify again$ the RTL modes (e.g., for the UltraSgrc [11] and
CRISP 32-bit RISC microprocessor§]). On the other hand in
the co-verificaion domain the most common approach for
cycle/phae-accura modding uses instrucion-basedSA models
extendel by simpleinterfacemodels(commony referedto & bus
interface models (BIM) or wrappers) which interpet exemd
interaction evens, and theeby generatecycle/ph@&e-accurie
simuation tracesat the component’spins. This mehod is useal,
for exampe, in the ARM7 processormodel [7] integlated into
commercialHDL-basedenvironmets such & [14] and[9].

For archtectues with a smple timing, this can provide a
satsfactory level of accurag undermost circumsainces Recent
DSP achitectuesand a growingnumbe of newmicrocontrolles,

however, have deep pipdines with greater memory access
bandwdth, memoryaccesses sfributed over muttiple sagesard

complexdalling logic. Forthese types of processorbusinterface
models becomevery complex, and must include modeing of

pipdine ard architecure informaion in orde to recover the

necesary timing. Our contritution descrbed hee offers an
altemaive to detaled interfacemodéds; we modelthe processor
ISA itsdf in a full cycle-acuratefashion. Compleée modeing of

the deep patly-protectedpipdine with all the interrupt, wait

stae, andgdl effectsis paformed. The wrapger is thus reduced
to a thin layerdescibing the interconnectionto pins ard the API

betwesnthelSA model anl the BIM issimge.



Our solufon provides full cycle ard phag-accurag for the
proposedimplemenation uncer red opeatng condiions for
system-orchip desgns The accurag is verified cycle-by-cycle
agains the gae/RTL-level model For the processomodels the
simuation slowdown tha one might expect by the increagd
accurag doesnot occur. The SupeSim compiled ISA simulaor
of the processof15][16] successfullycompensatefor slowdown
dueto increaedaccuracy.

In thispgpe we aso desdbe theintegraton of thesemodeb with
otherhadware ard softwarecomponentsA fully cycle-accurate
systemsimulation has bea achieved incorporaing the C-bagd
ISA DSPmodels andnixed-kevel VHDL modes. The integrdion
suppots full muti-processor delugging, visibility, and
controllahlity of instartiable, configurabé modes of the DSP
processorwith low developmen effort. Expaimentl resuts
demonstate processor ISA model speeds of up to 123K
cycles/gcond and co-verificaion model speed of up to 70K
cycles/gcond.For a completeRTL VHDL-basedsystem-onchip
simuation, spealups of a factor of 10 over conventionh RTL
simuationswere atained.

The pager is orgarized as follows. Section 2 preseris our DSP
processorco-verificaion model An integrdion of thege modds
into a VHDL simulation environmett is preserted in Section 3.
Expeimentd resuts are discissel in Secion 4 ard finaly
corclusionsare presetedin Secion 5.

2. PROCESSOR CO-VERIFICATION MODEL

This section presents the desgn options for a processorco-
verificaion model and discuses the reasonstha lead to our
choiceof a cycle-accurateveran instrucion-basedbit-accurag)
ISA core model.Model reguiremenss, possble model structures
andagectsof modelrelseare also pesened

The target for our co-verification model is a date-of-the-art,
Conexantin-house,low-power DSP. It is a pipelined, two-way
SIMD (single -instruction-multple-daa) machinewith a Harvard
memol archiectue caghte of handing up to theedaa memory
accessepea cycle. It hasa fixed length 32-bt instrucion se and
suppots 16 ard 32-bit opeaations The DSP is being usa in
severd systems-on-chip embedled in communicabn ard
consumer pductsdevelopedt Conexarnt Systems.

2.1 Model Requirements

Modek tha will be usedwithin systemsimuation haveto be
desgnedto includethefollowing feaures:

Modelng accuracy In termsof functionalty and processostate
refresertation, hit-accuracy[12] is necesary in order to reflect
bit-lengtheffectsandobtin correctresuts. In tamsof timing, the
accuray requrements depend on the processos mechaisms to
connect to thsystemFor thecaseof the systemsand verification
stage consideed hee, cycle-acurate timing is critical for
verifying the performanceimpact of certan componentsand
archtectud featues such as memory wait stats vaiable
interupt latency, or non-interruptible loops. Since the targeed
processofas chaacteized above hasinteractionswith memory,
memor-mappedl/O, ard 1/0O on a phag bass, modelng the
related componentsinteracion with phase-accuracy isevitalle.

Debug capalility: The internd state of the model neals to be
observal®. For processors this includes the ISA regisers,
memoy, andpipdine Itis desiralle to ob®rve tle correctstate at
every clak cycle, notjug a indruction boundiies asthis gredly
enhance processor undeganding and programming. The

execuion controlshouldcomprised| standad debuggingfeatures
like steppng, and breakpoirt handing for a multiple processor
system.

High smulation speal, ard relialility: The performanceof the
overall systemis dragicdly influenced by the spesd of its
componentsTherefore,eachcomponenshoud be optimized for
speé. This is not only benefical for run-ime simuation but in
addiion erablesthoroughmodelveiification agang its reference
This helps ensire high reliabiity not only of the componentdut
also of tke system.

IP reuse Themodelsshouldbegeneic with repectto the nurber
of instancesof processorsmemory sizes, memory maps, ard
interface protocols.Modek must have a well-defined API, and
provide flexibility in their useard exection sincedifferent desgn
tools may be usedby differernt teamsas the desgn evolves.One
requremen in this clas is tha the modelhasto be slavable i.e
capabé of bang acivated by a master scheluler. While it may
appear a sample requirement, a numbe of modelstha we have
encountezdare not davalle to anothe simulation maser andthus
integraton aternatives are less flexible.

2.2 Model Structure

Most of the processormodels used in existing HW/SW co-
verificaion envionmeng are instruction-accurate providing
preci® processor stat modding only at the indruction
boundales A simdation step in such a model aomicaly
simuates one instucion's behavior through dl stagesof the
pipdine. Each execuéd instucton can trigger one or more
softwareevens suchasread, writes andsgnal assgnmens.

The co-verification modeonsigs of the ISA simulator anda Bus
InterfaceModd, BIM (Figure 1g. The interface model itself is
also pattitioned into two parts, the bus pin model and the bus
cycle schedier. The latter collecs the information about the
softwareevens, idertifies the correponding lardware eventsand

schedutsthemin properorde for eachclock cycle. It schedies
these trarsactons dong with already pending trarsacions using
cycle count information from the ISA and architectual

informationof theprocessor to pety takeinto accounexemd

inputs, suchas interupts ard memory wait states. The bus pin

modelprovides tke interconnectiorto the smulation environmen
andthe rest of the system.For exampk, in an HDL environmet,

it providesthe pin dday back-annot#on andconnects tahe HDL

over the FLI/PLI interfaces. For processorarchitectues with

relatvely simgde cycle-based timing, like some stanchrd

microoontrolles ard embeded RISC archtectues, the use of

ingruction-accuratanodes might be sufficiert. However, even
for thesearchitectuesthis rathe low level of accuracycan cause
modeling problems especally for whole systems involving

multiple cores, interupts, and heterogeneousmemory banks
Despte this fact, the community of model users and provides
havehad seveal srongargumens todevelopandusethis type of

modelin the pag. The main onesare ISA modelavalability, high
simuation speed high degreeof IP protection, ard relatively

simde ISA modeldevdopment The best known modé from this
class is the ARM7TDMI HW/SW co-verification mode

developedy ARM, Ltd.[7].

In an dtermative approach,a cycle-acuratelSA model (Figure
1b) is useal. Theincreaseof the timing accuracywithin the core
model educeghecomplexty of the buscycle schedier sincethe
only remaning taskis totrandate ordeed cycle bagd evens into
phag bagd hadwae evens. The overbpped execution of




ingructionsard other pipdine effectsare alrealy handéd by the
core model.

Instruction Cycle Phase
Accurate Accurate Accurate
Modé Modé Modé
Seyuencesof Ordered cycle
owerlapping everts basedeerts
BIM F==="=-==-=-= 1 Ordered
Bus Cycle | BusCycle | phase
Scheduler 1 Scheduler ! based
] 1 ewerts
Ordered phase Ordered phase
basedeerts basedeerts
BusPin BusPin BusPin
Modé Modé Modd
(@ (b) (c)

Figurel: Possite Modd Stuctues

Findly, in a third appoacha phase-accura ISA modelis used
(Figure 1c).This modelsthe hit-true state of the processormt each
phag trangtion. The interfacemodelin this casedoesnot recuire
any kind of bus cycle scheluler becausethe softwae eventsof
each phas can be directly trandated into the corresponding
hardware events

Thetradeoffamongthe® appoachesiésin the complexty of the
ISA model versusthe complexty of theinterfacemode, as well
asthe complexty of the API betwea the ISA andthe interface
model In thefollowing secion, we provide argumets as to why
for DSPsthe developnentand integrdion of cycle-accuratdSA
modek is uravoidabé.

2.3 Arguments for a Cycle-Accurate Core M odel

Consideing the exising commercial HW/SW co-verification

environmers, it canbe seentha modeks of DSP architectuesare

rarely provided and if they are they show sefous HW/SW

modeling deficiences if modded usng the ingruction-accurate
approachThe quedion tha alises iswhy theintegraton of a DSP

causeghe® problems.

Main chaaceristics of today’'s DSPs are a high memory
bandwdth, short interrupt latences and deep pipdines All of
these feaures have an impact on the abiity of the processorto
communicatewith othe componentsard thereforeare critical for
the designof a coverification model

Pipdining is a key implementaion techngue used to increase
processoiperformanceby overlaping the executionof multiple
ingructions Ore problem with increasel ppelining is thatit sdits
the executon of an instruction into smdler pieces ard thus
providesthe poterial for a numter of interactionsbeween the
processorand other componentsacrossmultiple cycles. For a
load-storearchitectue the memory rea@dnd write awaysoccur in
the same stage but for an architectue capalte of memow-to-
memol operaions those accesse are locatedin two different
stages Since the duration of one cycle tends to shoten with
longer ppelines memoryaccessegannot belimitedto oneclock
cycle and needto be spread over stage boundhries to allow the
usage ofmrdaid memory.

Conside a hypotheical 5-stage pipdine with ingrucion fetch
(IF), ingtruction decode(ID), opeaard fetch (OF), execué (EX),
and wite back (WB) stages.The execubn of anADD ingtruction

in this pipeline geneatesreadaccesssto both programanddata

memoy (Harvardarchitectue). Consderthe datamemoryaccess.
In the decode stage, the ADD's operand memory addres is

availble andissiedto an exemd, cycle-acurateshaed memory
component.In the next cycle, when the ADD is in the operad

fetch $age thereadddais returned to the processofFgure 2).

Cyde 1 2 3

Stage IF 1D OF

ADD Prog. Addr. (out) | Prog. Vaue(in) Daavalue (in)
Data Addr. (out)

Figure2: Muti-StageMemoryAccess

To model his bekavior with aningtructionbasdcore modelnda

bus cycle schedler it is not only necesary to schedie the

addess busbut alsoto real thedata back from thedaabus in the

next cycle. This value has to be propagatedio the ISA model

which has to reman idle untl this vdue becomesavailte in

order to computethe sum and updae the flag regiser. The

interactionbeweenthelSA modeland the busschediler becomes
evenmorecomplicded if two read accesseare schedied by the

sameinstucton. Both accesgeqeds haveto be sert to the bus

modeland the ISA mustwait for two response from the system.
The interface between the core processormodé and the bus

model need to be ale to take multiple readsinto acount plus

addiional sde effects like vaiable length wait states for the

reponse.The high memory bandwdth in DSPsis acheved by

eithe usng multiple memory banks or by usingmemorymodules
with multiple ports. For exampe, up to two read and one write

can be caugd by one ingruction. As a consequece, two

overlappng instuctons in the pipdine canrestt in three daa

memolk accesseschedled for asnglecycle fwo readsfrom one
ingructionandonewrite from the other). All of this resuts in an

enormousnumter of softwareevers, all of which have cerain

interdependacies

Somearchtectues allow a fetchedinstructionto be subsquently
killed later in the pipdine in orde to hande isswes such as
mispredcted branchs. An indruction-basd simuator usudly
does notnodelthe fech of thesekilled instructions since without
pipdining, the branchcondiion from the previousingruction is
always dgermined. Data memory accessesnitiated by killed
ingructionsare someimesvisible to the system.Thus while they
do not haveanimpacton the internd state of the processarthey
stll might impactthe system.

Short interrupt latencies are a strong requrement in the DSP
domainin orde to dlow gpplicaions to med their real time
constrants. Someprocessorfiavevaiiable interupt lateng since
they are not ale to acceptinterupts unde every condition.
Hardwae loops, sals, memory wait stetes program flow
ingructions andbranchpredicion are exampges tha might catse
a cklay in heseavicing of interrupts. Consderthe exampe shown
in Figure 3 for a different 5-stge pipeine An interupt is
receivedn cycle one At thistime a condiiond branchingruction
with onedday slotis in IF. The processoddays the interrupt by
a cycle to ensure the executionof the dday slot instructon prior
to the interrupt. The branchtarget address is thus used as the
reurn address after the interupt routine has been compleed It
would be far more complicatel to savethe branchtarge addes
and then resume the program exection with the delay slot
ingruction. The BR'sdday slot instructionis thus fetchedbefore
the interrupt is acceped, and in cycle three the interupt jump



targe instruction is fetched. The sourcesof variable interupt
latencies are not orthogonal and have cergin processorspecific
depenlenceswhich are rather difficult to modelin aninstruction-
basel ISA providing a cgle counter

Clock cycle
1 2 3 4 5
IF BR DelaySlot | ISR
1D BR DelaySlot | ISR
OF BR DelaySlot | ISR
EX BR DelaySlot
WB BR
mnterrup interrupt interrupt
pendng accepted

Figure3: Vatiable Latencylnterupt Exampke

Theinterdependencies betweeningtructionscausng pipeline stdls
andinstructionsto bekilled affect tre timing and tre functionaity
of the lusinterface significatly. As a consegance gtherthebus
cycle schedler has to be supdied with more information about
thesedependencies or the timing accurag of the core model has
to be increaed providing ordered cycle or even phag evens.
Making the bus cycle scheluler more awae of the ingrucion
depeenceshas the drawback that it would result in bulding a
second pipdine within the bus cycle schelder and the
decentdization of arclitectual information

i1t (phasel){
Get phasel inputs, wite to | SA nodel
Execut ePhasel()
Drive phase 1 outputs.

}
if (phase2) {
Get phase 2 inputs, wite to | SA nodel
Execut ePhase2()
Updat eS at e()
Drive phase 2 outputs.

Figure4: Phas AccuratéWramer

Since our targe processorhas fedures such as high memory
bandwdth, memorywait states sdls, vaiable interupt latency,
and branch predction, we theefore developé a cycle-accurate
ISA core model tha provides ordered cycle everts to the bus
schedutr. Since the interacton between the processorand the
othersystemcomponentss requred on phas boundiiies, we in
somecasesdlow the ISA to be advancedin phases (Figure 4).
However,only those pass of the processor sttetha are visible at
the pins get updatd on the phaseedge; the complee processor
stae is gill updaed only at the cycle bounday. This endles
100% pha® accuragy of the coverificaion model

2.4 Model Reuse and Configur ation

This sectiondescibes a numbe of elemants that eralde the reuse
of our model Firg, the model provides a well-defined sd of
interface functions and modes Suppoted interface functons
include initialization, reset, terminaion, phase execuion, date
accessigch & reaing andwriting regisers ard memores seting
and resdting of interrupts and pipeline stdls for memory wait
staes. The modé also has interfacesfrom which the system
integratorcan cugomize muti-stagememoryand1/O read (split
read), ard memoryand /O writes Modes include mager mode
in which the simuation runs asan independen processand slave

mode in which it can be cdled from an exernd simuation
maser.

Theseinterfacesare critica to eralde reu® of the mode within a
numberof environmets. For exampe, for co-verification,these
processormodet have been integraed directly into an HDL
environmentas shown in Figure 5a Also, they have been
integraed into a cycle-accurateC™ envionmentto form a sub-
system“island which itsdf has been integrded into a HDL
environmen{Figure 5b).

| Shared Memory

[ H i
Core Co-verification model

Logic Simulator
< (HDL)

Pro@ssor model Interface
(ISA) T Model

i A A

Sub-system Co-verifi cation model

Core Co-verification | Logc |
model \g--p-!  Simulator i
Pro@ssor FLI ! (HDL) |
model | | IM %] Subs. M |
(ISA) Sim. e
(b)

Figure5: Reuig theModd in Multiple Environmens

3. INTEGRATION: HDL ENVIRONMENT

This section presats our experience in integrding the before-
mentoned modds into a VHDL environmeh Since the find
verificaion of thedesgn will be done ora HDL gate-evelnélist,
a mixed-kevel VHDL-based environmenh provides a uriform
verificaion platform that syppors modé refinemen from the
abgract behavior& desciption, to the cycle-accuratethen findly
thegatelevel Anothe beneft is mode availklility andreliahility
since a large amount of legay and third-paty hardwae
componentsare modded primarily in HDL. At this point,
integraion is donedirecty into a commerciaHDL simuator but
can #so bedonefor gardaid co-verificatiortools.

In addiion to the DSP, othe modded systemcomponents$ncludce
dedicded and shaed memoies programmale/hadwired
accelertors DMA controllers, andprocessornterfacebuses

3.1 Overview

In the VHDL envionment the VHDL simulator acts as the
centrd eventscheluer. We execut the processomodelby a cal
throughthe C Foreign Languagelnterface (FLI) of the VHDL
simuator. The phase-level synchronizationwith the reg of the
systemis mantained by making the cdl on everytranstion of the
clock. Beforethe cdl, inputs are read and after the cdl, outpus
are driven. Processorco-verification modebs are compilked into
shaed object anddirecty integraed without the neel for inter-
process communicatiqiPC).

3.2 Memory Modeling

Processomemorywas modelal in the following three ways. All
memoy falling only within the DSP'saddess space (not shaed
with any other componentsjs modela locally within the ISA
model,in C. Using the Supe'Sim compiledsmulation appgoach,



all program memoryis pre-compiledinto the model Thus no
program memory interaction takes place at run time, athough
such nteractionscould e malevisible within the system.

All  other memory accesses(shared with possbly multiple
processorsl/O, acceleatorsard DMA controlles), are modelel
usingeither sardad VHDL trarsacions or are abstractel using
VHDL'93 shaed variables Abstraction is achieved without
sacrificng cycle-accurag even for memories shared beween
multiple processorsand compnents It is used whenever
verificaion of theinteractionis not needal. The shaed vaiiables
are diaed in the core’s VHDL wrapper and fredy accessitd
throughthe C FLI of the commercial VHDL simuator. This
mechanisnprovidesfor efficient processor-baseshaed memory
accessby reduchg the numbe of VHDL transctions In the
system-levelmemorycomponentsthe shared memoryis used as
the storageelenert instead of the regula VHDL variabes All

interactions of the memorées with othe componentssuch as a
DMA controlleror acceleator take place through VHDL signak
andthe existing memoryinterfaceprotocols.The use of sharal
variabes results in only one copy of the storage resourcesto
represent mutiple-ownermemorycomponents thus obviating the
needfor coherency entrol.

3.3 Reuse

In addiion to the reusepropetiesdescritedin Section2.4, reuse
in the VHDL integraion was endled by keepig all instanceand
memoly configuration informdbn sepaate from the modé itsdf.

Modek arere-4nstaniable and configurationinformaion such as
ingance idertifiers are pased to the modes usng VHDL

Generics Another manrer in which rewse is endled is in the
actualdefinition of the modelpin boundaies With anin-house
processor, boundaies are flexible amd thus the core was
patitioned to keep system-depeten pats of the D, such &the
multi-bus protoool interface, in VHDL. This left a geneic

memoly access iterfaceto the core.

3.4 Debugging

Debugging includes visibility of stat and sourcelevd code
runring on the processorcoresas well as controlahility of the
simdation. By using the cycle-accurate ISA models, the
programmeis ableto see regiser values commitedin the precie
cycle and to watch the instuctons curertly in the differernt
pipdine stages This aids gredly in understandng the impactsof
interupts, dalls, wat gates and mispredicedbranchesnd thusin
more efficient processoiprogramming.Debugof co-verification
modelswithin the systemsimuation is providedwith the same
debuginterfaceprovidedfor the stand-done ISA model.In both
cases debugging is acheved udng a sardad C-anguage
debugger(e.g. dbx or gdb) The debugger ard the SupeSim
simuator are acapgedto execue the C codeof the smulation and
atthe sametime display targetasemlly instrucions. This debug
approachis eralded by a cetan use of compiled smulaton
[15][16] (alsoshown inFigure 6a) While for the stiand-done ISA
model, delhugging is done directly on the compiled modé
(<file>.exe inFgure 69, for the VHDL-basedsystemsmulation,
debuggingis doneon the VHDL simuator which includes the
compiled co-verificaion model as a shaed object (Figure 6b).
Wherea the propiietary VHDL simuator codeis not visible to
the debugger, the compiked modé code is. In this way,
bre&points canbe placed vithin the co-verificaion modelto sep,
bre&, and peform all other sandad softwae debugopeations
Even multiple ingancesof a processorcan be dehuggedin this

manne at the sane time, with compound multi-processor
bre&point condtions A key advanage of this approachis that
very little code devdopmentmodificaion is nealed to suppot

debug. Also, this is acheved without the runtime and

developmentoverhed of IPC. This appgoach of ataching a
standad C-languagedeluggercan be usel for debugof any C-

basel processoror ASIC models integraed within the HDL

simuation. It wasfound quite useful for debuggingof C FLI code
in gereral.

Simulation debwger
_> compiler
a) Generaion and debuggin g of stand-alone (master) model i
Simulation debwger

compiler

Qo)

VHDL simulator

Figure6: Debugging Approach

4. EXPERIENCE AND RESULTS

4.1 Accuracy

The descibed modé has been implemened and successfuy

verified agang the phase-accura refeenceRTL VHDL model.
The verification processconssted of runring millions of random
ingructionsaswell as hurdreds of focusvectorson the processor
modelto testthe corefunctiondity. A focusvectoris a complex
seqeence ofinstrucions degnedto tes specific sub-sectionof a

desgn, suchas the memory interface Severd hunded system-
level focus vectors consising of sds of programsand HDL

tegbencheswere used to teg the systemlevel interacions. An

automagd trace mechaism was usal to comparethe results to

that of a VHDL gate-levelnetist The desred visihlity and
controllalhlity haveaso bee achieved Figure 7 showsa screen
shot of the use interface. Mentor Graphic's MTI ModelSim

simuator is used for logic simdation and hardware debug. The
SupeSim smulator with customizedSolais Workshopdetugger
is usadfor softwaresmulation anddebug.

/

b) Generation and debuggin g of co-verifi caon model

SuperSim Simulator T

[ 0
e e |1 WorkSiop = defaultwat G

Custom Buttons

o g
—————— [ RUN | STEP_CO_C1

— Workshop Disassembly View - fir.asm

L I e Wankshop version iy
A/ OO T |15 8] %)

7
/oo, Bozooke:
Jeioys, C02004%:
72
/

ext_s C020050:
ocTia] " gy €020051:

Figure7: Screershot ShowingWaveform andsoftwareDebug
4.2 Speed

A numberof expeimens havebeenrun to quartify the model
simuation speeds All results were collectel on a 296 MHz Sun
Ultra2with 2 Gigabytes of RAMExpe&imerts were paeformedon
a etof exampes with varying core computainal complexty and



10 activity.

The first se of resuts (Tablke 1) shows hesmulaion imes for the
processorcore.RTL HDL is the phase-accura betavioral RTL

VHDL of the core.MaxSim is the co-verificationmodé preseried

in this pape, placedin a VHDL wrappe. SypeaSim is the stand-
alone cyle-accuratédSA C-model. The simuation waspeaformed
on three different programs.Smplel is an exanple of low

computaiond complexty, beasicdly an idle (NOOB loop.

Complexl is of high computéiond complexty involving

arithmedic operaions and significant shaled memoryactivity. 101

is an I/O-intersive applicaion where the core initiates larger
numberof interacions with the pelipherd ard exterral memory
components.Compaed to the RTL mode| the MaxSm modé

providesa speedyp of 600 875 ard 158 on the® examjpes,

repectivdy. Whatis noteworthyis that the speedip is achieved
with a phase accuratemodelof the corewhich is relaively more
complex than a tradtional ingruction se& accuratemodel The
examipes adso highlight the effect of the interfaceactivity. In the
101 exampe, the extemd pin acivities catsenumeaousevens in

the HDL simdator domain which slow down the simuation.

Reference[l] presats the effect of paraneters such as 1/O

activity and numtber of coreson the smulaton time. The trends
presertedin that pgpe were obsevedin our systemalso and can
be sed to extrapolde theresutsto othe exampes.

Examples Speed (cycles per sec) / Speeduyp

RTL HDL MaxSim SuperSm**
Simplel 130/1 78K / 600 123K / 946
Complex1 80/1 70K / 875 94K /1175
101 90/1 14.3K / 158 110K / 1222
** Developed by AXY S[16].

Table 1: Processo€ore Only

Table 2 shows simulation times for a system contaning four

ingance of the processorcore, shaed memory,and peiphed

componentsThe MaxSim columnrepreserts the systemwith the
RTL cores redaced by the co-verificaion modes, ard the

VHDL'93 sharedl memoryimplemenation. Roughly an order of

magnituet speedup was ohtained by refdacing processorRTL

modelswith the C-models This resutedin smulation speedson

the orde of hurdreds-ofeycles/®cond(200-30Q. The presence
of RTL peripteral componentsn the systemreducedhe speedip
gaintha wasacheved with only thecore.

Examples Speedcyclesbec)/ Speaedup
RTL HDL MaxSim

Simple 37/1 300/8

Complexl 2211 300/13

101 26/1 208/8

Table 2: Four-Core SystemOn-Chip

On a smilar comparson with a VHDL gate-leve netist of the
system,an order of magnitude speedyp wasattained (speedups of
12-28) The adced speedip was atained since the reative
complexity between Max3m and gate-kvel ndlist modds is
greate thanthat betweenMax3m andRTL models

5. CONCLUSION AND FUTURE WORK

Simulation is a majorissie anda critical approachfor dehugging
complex embelded system-on-chipdesigns This pape has
preserted our experience in the modeing of cycle and phase
accurateDSPsfor HW/SW co-verification,includng our decsion
to usea cycle-accuratdSA. Despte thetiming complexty of the
targe archiectues, dl the effects of interupts, memory wait
staes, and de@, partly-protected pipelines have been modekd
and verified While integrdion into a geneal VHDL framework
hasdlowed usto easly incorporateexisting HDL hardware IPs,
pardlel work & Conexart Systemshas also integraed these
models io a C/C"-basedcycle-acuratesmulation environmen
for eatier system co-verification.
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