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ABSTRACT  

We have developed the first systematic approach for the design of 
localized algorithms in wireless embedded ad-hoc sensor 
networks. The approach has three modular phases: information 
gathering, system structuring, and optimization mechanisms. The 
phases can be organized in a number of ways, depending on the 
underlying operating system and media access control 
mechanisms. 

As a driver example for testing the approach, we addressed the 
channel assignment - edge-coloring problem. We first developed 
centralized maximally constrained - minimally constraining 
algorithms. After that we used this algorithm as the optimization 
engine in TDMA and Aloha media access protocol scenarios to 
develop a family of localized algorithms. Comprehensive 
evaluation of the algorithms on variety of benchmarks clearly 
indicates the effectiveness of the proposed approach and 
algorithms. 

1. INTRODUCTION  
1.1 Motivation and objectives 
Wireless Embedded Sensor Networks (WESN) are complex 
distributed systems deployed in an ad-hoc manner. WESN 
consists of a number of sensor nodes, each with a significant 
amount of computation, communication, storage, and sensing 
resources. WESN provide an interface between the Internet and/or 
research lab and the physical, chemical, and biological world. 
They provide  the potential to revolutionize the science world and 
economic models, but also pose numerous difficult and 
conceptually technical challenges. Among them, there is a wide 
consensus that localized algorithms are of the highest priority. 

Localized algorithms are algorithms implemented on sensor 
networks in such a way that only a limited number of nodes with a 
limited amount of communication are conducted between the 
nodes during their execution. Localized algorithms operate with 
incomplete information, noisy data, and often under very strict 
communication and energy constraints. Additional design 
considerations include fault-tolerance, privacy and security 
requirements, load balancing, and unreliable synchronization. 
Therefore, there is a great opportunity in developing localized 
algorithms while there are still a number of complex new 
technical problems. Until now, there has been no systematic way 
to develop localized algorithms. As a matter of fact, only 
preliminary studies that marginalize operating systems and 
communication problems have been conducted and only on 
problems that are mainly related to local optimization. 

Our primary goal is to develop a systematic way of designing 
localized algorithms. We introduce the approach that has three 
phases: information gathering, system structuring, and 
optimization mechanisms. In the first phase nodes acquire data for 

executing the algorithm, in the second they organize themselves 
according to the communication needs of the conducted 
computation and in the final stage they execute the computation 
and convey their results to  a subset of other nodes. The key 
observation is that these three phases often have to be interleaved 
for optimal results. We explain each of the phases and several 
ways how they can be organized. 

In order to make the effort tangible, we focus our attention on the 
channel assignment problem that can be modeled as the NP hard 
edge-coloring problem. We present several new versions of the 
formulation that model the need for efficient communication in 
WESN. 

The optimization basis for the edge-coloring algorithm is a 
generalized maximally constrained - minimally constraining 
paradigm. In addition to the centralized algorithm, we develop 
several localized algorithms for different network operating 
systems and media access control (e.g. TDMA and Aloha) 
protocols. In order to test the quality of the results, we have also 
developed a generator of instances of the edge-coloring problem, 
where the optimal solution is known. Comprehensive evaluation 
of the algorithm clearly indicates the effectiveness of the proposed 
approach and algorithms. 

1.2 Localized algor ithms 
In this section, we first identify the key properties and 
requirements for localized algorithms and informally and formally 
define localized algorithms. Finally, in order to establish a global 
role of the localized algorithms, we compare them with two other 
widely sued groups of algorithms: centralized and distributed. 

Localized algorithms are algorithms implemented on sensor 
networks in such a way that only a limited number of nodes with  
a limited amount of communication is conducted between the 
nodes during their execution. Each node can communicate with 
only a few close neighbors directly and using multiple hops with 
all other nodes. 

We model localized algorithms in the following way. One or more 
nodes initiate a request for a computation. The result of the 
computation should be distributed to one or more nodes (in the 
case of channels assignment to all nodes). Each node has to obtain 
all information required for communication either by using its 
sensors or through communication with its neighbors. The goal is 
to achieve the maximal objective function for the targeted 
optimization in such a way that all constraints are satisfied and 
that the minimal amount of communication, measured in terms of 
one hop session, is conducted. Obviously one can define here 
primal and dual problem where the initial objective function and 
amount of communication are at some requested level or 
optimized. It is interesting and important to compare localized 
algorithms with two other widely used types of algorithms. By far 
the most popular model of computation is the Turing machine. It 



has been shown that numerous other models, such as Post 
machine and Universal Register Machine, are equivalent in terms 
of computational power to this model. The most popular 
conceptual and economic implementations of the Turing Machine 
are Von-Neuman and Intel's PC respectively. Note that there is 
also a huge number of computational models for specific 
application with more rich mechanisms to express aspects such as 
timing and concurrency, including communicating FSM, 
synchronous/reactive, dataflow, process networks, CSP, Petri 
nets, Tagged-signal models, and Object-oriented models. 

Also, distributed algorithms are widely used. Initially, they were 
mainly developed with goal to make execution of programs faster 
or resilient against faults. They received great, additional impetus 
due to the Internet in the last decade. It is interesting to note that 
there is very little common ground between distributed and 
localized algorithms. 

2. RELATED WORK 
The exponential growth of the wireless and mobile appliances 
requires effective and efficient re-use of the limited spectrum 
allocated to such tasks. In particular, in cellular networks, the base 
stations are costly and the number of base stations can be reduced 
by more efficient re-use of the radio spectrum. In particular 
relevance to our work are the dynamic channel allocation (DCA) 
schemes where the main idea is to evaluate the cost of each 
candidate channel and then select the best candidate provided that 
certain interference constraints are satisfied. In distributed DCA 
schemes, there are either cell-based or signal strength based 
approaches. [Kat96] provides a comprehensive survey on 
proposed channel assignment schemes for cellular wireless 
systems.  All of the proposed schemes (even the distributed ones) 
rely on the existence of a central base station for each cell and 
some sort of handshaking between different base-stations. Due to 
the lack of a fixed base-station, none of these schemes are 
applicable to the wireless sensor networks.  

Ad-hoc wireless networks are formed without the assumption of a 
central base station.  However, there are a number of centralized 
channel assignment schemes for ad-hoc networks. There are a 
number of fixed assignment protocol approaches. [Gu00][Sen00] 
describe a CDMA-based approach to channel allocation. [Gro00] 
illustrates a TDMA-based approach to the problem. [Lop99]  
presents a procedure for neighborhood discovery and demand 
based channel assignment for ad-hoc network without an 
optimization goal in mind.    

Recently, a flurry of research activities has been directed towards 
sensor networks and localized algorithms for such networks 
[Bad93]. For example, [Meg01] provides a generic localized 
algorithm for sensor networks that enables two types of 
optimization: The first, guarantees the fraction of nodes that are 
contacted while optimizing for solution quality. The second 
provides guarantees on solution quality while minimizing the 
number of nodes that are contacted and/or amount of 
communication. [Sch01] has a dynamic sensor network MAC 
addressing scheme based on a distributed algorithm. 
Krishnamachari [Kri02] provides a distributed problem solving 
approach that can be used in sensor networks for medium access 
scheduling, Hamiltonian cycle formulation and the partitioning of 
the network nodes into coordinating cliques. [Zho01] has a very 
simple first come first serve scheme for channel assignment in 

sensor networks but the procedure is not optimized for the limited 
number of channels. To the best of our knowledge we have the 
first efficient localized algorithm for constrained channel 
assignment in sensor networks. 

Edge-coloring or minimum chromatic index is one of the oldest 
problems in graph theory. Tait [Tai80] stated that the four-color 
conjecture is equivalent to coloring the edges of every bridgeless 
cubic planner graph with three colors. However, 10 years later 
Peterson [Pet91] contradicted his opinion and illustrated that 
there are bridge-less cubic graphs that are not three edge-
colorable. A Mathematical implementation of edge coloring using 
the vertex coloring routines and graph line transformation is 
shown in Combinatorica [Ski90]. [Fio77] provides a 
comprehensive survey on Graph-theoretic results on edge 
coloring. Later on it was shown that any graph could be edge 
colored using at most ∆+1 colors, where ∆ is the maximum vertex 
degree [Viz64] [Gup66]. However, the complexity of the problem 
was not determined until Holyer [Hol81] proved that computing 
the edge-chromatic number is NP-complete.  

A randomized reduction from the distributional tiling problem to 
the distributional graph edge-coloring problem was proposed in 
[Ven88]. [Pan97] has proposed a randomized distributed edge-
coloring that is not optimized for colors and does not take into 
account the constraints on the number of colors. Recently, 
[Cre99] proved that the problem is not approximable within 4/3 - 
ε, for any ε >0.  

Distributed algorithms and applications arise in a variety of 
different disciplines in computer science and optimization 
algorithms. They find use in traditional computer science theory 
[Lam78] [Gal83], in parallel and distributed computations and 
algorithms [Ray88][Ber89][Lam90][Tel94][Lyn96], in concurrent 
languages and related computational models [Hoa85][Mil89], in 
operating system applications [Kis92][Ben93], in client-server 
research and development community [Dow98], in distributed 
artificial intelligence [Rum86][Dur89] and in particular 
distributed sensing [MIT82]. Each of the above mentioned types 
of distributed algorithms, have algorithms very specific for their 
target tasks. Although a number of basis and premises are similar 
in distributed nature, they are very different for certain sorts of 
tasks. In particular, we did not encounter an already proposed 
scheme that would be suitable for the wireless ad-hoc sensor 
network. In wireless sensor networks, the first issue to address is 
how the key functional parameters are affected by the selection of 
the algorithms and the underlying mechanisms. Based on the 
optimization objective, the distributed algorithm differs to more 
efficiently address the needs of each objective and its 
accompanying constraints. Furthermore, the key issues are the 
amount of computation at each component and then inter-
communication between different components. This 
communication/computation trade-off is the major driving force 
in designing distributed wireless sensor network algorithms and is 
always present. The other main component in distributed 
algorithms for our target networks is the crucial need for security 
and privacy in such applications.  

Bitner and Reingold [Bit75] were the first to propose in computer 
science community, the  systematic use of the maximally 
constrained variable selection paradigm. They use it to guide 
search within generic backtracking search for the optimal 
solution. Detailed analysis of this approach is given in [Pur83]. 



The first to use the maximally constrained rule as part of fast 
heuristic program was Brelaz for graph coloring [Bre79]. He 
developed exceptionally fast and good heuristical graph coloring 
algorithm, by superimposing a maximally constrained - minimally 
constraining objective function on the of the optimal, but with 
exponential run time, graph coloring algorithm by Randall-Brown 
[Ran72]. 

In CAD literature, most constrained least constraining paradigm 
has been widely used, most under the name of force-directed 
heuristics [Has87, Pau89, Mo01]. A more global picture of the 
role of maximally constrained minimally constraining approach as 
an efficient heuristics is given in [Pea84]. 

3. PRELIMINARIES 
3.1 The Network layered architecture 
In essence, each network can be divided into two major 
components: the physical network and the logical network. The 
ever-increasing expansion of the network throughout the world 
has resulted in increased complexity of the logical network. The 
common method used to deal with the complexity of the network 
is to layer the network into discrete functional entities common to 
all communication tasks. Perhaps the most popular networking 
standard is the OSI that was proposed by the IEEE ISO 
community. In this standard, complex networks typically have up 
to seven layers. These layers are (in order): physical layer, data 
link layer, network layer, transport layer, session layer, 
presentation layer and the application layer. Not every network 
implements all the layers in the ISO standard. Our understanding 
in sensor network is that because of the power and memory 
constraints of the nodes, the networks should be as simple as 
possible and thus the network only consists of a few layers: 
physical layer, data link layer, network layer and possibly the 
transport layer. The physical layer provides the physical medium 
for data transmission. The data link layer is responsible for frame 
transmission from one node to the other and also monitors for 
errors in the physical layer. The network layer makes decisions for 
routing and relaying packets from one destination to the other 
through the network. Our algorithm fits into the network 
architecture exploration that should be done in order to enable the 
routing for the network layer. The transport protocol is the layer 
that decides where to route the data based on the information. 
Like any other complex network, in WESN the network operating 
system (NOS) is responsible for task management, resource 
allocation, memory and interface managements. We are 
developing algorithms that would best fit into the NOS structure.      

3.2 The MAC layer  protocols 
As mentioned above, our algorithm is working on the top of the 
data link layer to provide a basis for the networking layer. To be 
more precise, the data link layer is itself divided into two sub-
layers: 1) Logical Link Control (LLC) and 2) Medium Access 
Control (MAC). The LLC part ensures reliable data transfer over 
the physical link and manages the physical layer. MAC is the 
protocol that determines at each point, which node should have 
access to the transmission medium. The choice of the MAC 
protocol has a detrimental effect on the network discovery and 
assignments of the channels within the network.  

In fixed assignment MAC protocol, allocation of the time and 
frequency is fixed and does not change with the changes in the 
network. Every node has its own slot in time or frequency through 

which it can transmit data on the channel to the other nodes. The 
most regular and uniform assignments of this type are FDMA 
(Frequency Division Multiple Access-a portion of the bandwidth 
is allocated to each node) and TDMA (Time Division Multiple 
Access-a portion of the time in each cycle is allocated to a node). 
The random assignment protocol on the other hand is very good 
for bursty (vs. uniform) traffics. But since the assignment is 
random, two or more nodes might collide in accessing the channel 
and in this event; they should both back off and start at some 
other random time until they do not collide. Examples of such 
approach are ALOHA and slotted ALOHA. In this work, we 
select one protocol from each class and develop a localized 
algorithm for each specific protocol. Our localized algorithm is 
developed for TDMA and ALOHA protocols.   

4. MCMC ALGORITHMS for  CHANNELS 
ASSIGNMENT 
4.1 Problem formulation 
The problem can be informally stated as follows: We are given a 
field F instrumented with wireless ad-hoc nodes si∈S, where the 
number of nodes N is known. Two sensors are able to 
communicate if their distance is smaller than the communication 
range R of the nodes. We are assuming that the nodes are forming 
a network, but the topology of the network is unknown (i.e. nodes 
are not informed about the other nodes in their communication 
range). If two nodes communicate to each other, there is a 
communicating edge (e) between them. The frequency bandwidth 
∆f allocated to the network is fixed. If we assume that the 
bandwidth is slotted to a number of channels c, and we assume a 
uniform slotting, the frequency width of each communication 
channel is ∆f/c and is thus fixed. If we number the channel slots 
from 1 to k, we have at most k channels available in the network. 
The problem is now to assign this limited number of channels to 
the communicating edges in the network in such a way that the 
number of edges that have channels assigned to them is 
maximized. We map this problem to the edge-coloring problem 
where we map the nodes to the vertices of a graph and 
communication edges are the edges of the graph. The colors 1,..,k 
correspond to channels 1,…,k respectively. This problem can now 
be formally defined: 

PROBLEM: GRAPH Edge K_COLORABILITY 

INSTANCE: Graph G(V,E), positive integer K ≤ |E| 

QUESTION: Is G colorable? I.e. does there exist a function f : 
E→ 1,2,3,…,K such that f(e1) ≠ f(e2) whenever e2 ,  e1∈ V? 

Note that the above-formulated problem is a decision problem, 
although our original problem was an optimization 
(maximization) problem. The optimization problem can be 
mapped into the decision problem using the binary search.  

  

4.2 Centralized algor ithm 
We are attempting to make a maximally constrained minimally 
constraining (MCMC) centralized algorithm for the problem 
formally stated above. For solving this problem, we form an 
objective function (OF) for each edge in the graph. This OF is 
used in order to evaluate the edges of the graph for coloring using 
the MCMC strategy. Note that by the terms immediate 
neighborhood or adjacent edges or neighboring edges we mean all 



the edges that share a vertex with a target edge. K is the maximum 
number of colors available. We first define the best potential node 
for the coloring procedure. Assume we have started the coloring 
procedure and some of the edges in the graph are already colored. 
Furthermore, assume that each node vi has mi edges connected to 
it, from which χi edges are already colored. The potential for the 
node vi is denoted by Θ(vi) and is defined as the degree of 
freedom of that node to get different colors. More precisely, Θ(vi) 
is defined using the following procedure: 

For ∀vi : if  (mi-χi)≤K, then Θ(vi)= mi-χi 

 Otherwise, Θ(vi)=K 

After we define Θ(vi) for each node, we select the nodes with 
higher Θ as the better candidates (more constrained) than the 
other nodes. Next, we define criteria for finding the best node 
among those candidates and the most constrained associated edge 
of the selected nodes to color. Furthermore, we define an 
objective function for each edge. This objective is dependent on 
the probability of using each color on the target edge. We now 
define the procedure to find the probability for using a certain 
color ci for each edge ei, that has λi neighboring edges. 
Furthermore, assume that the neighboring edges have already 
used µi colors (µi≤K). The critical palette for each edge, is the set 
ςi that contains all of the colors that has already been used on the 
neighboring edges to ei. For each color cj, the probability of using 
cj on edge ei is denoted by Gij and is defined as followed:  

For ∀ ei,cj : if cj ∈ςi , Gij=0, otherwise,  Gij= ( )iK µ−
1  

After we define the Gij associated with each color for the whole 
neighborhood of each of the target edges, we calculate the 
cumulative probability Pij of using the color cj on the edge ei. Pij 
defines the probability of using the color cj on edge ei according to 
our criteria. 
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   Eq.  1 

The cumulative probability Pij has the advantage of having wider 
perspective and being broader than the probability Gij. Since Pij 
takes into account not only the probability of using one color, but 
also the damaging effect that selecting each color for a candidate 
edge, would have on its neighborhood. In other words, Pij seeks 
the minimally constraining color for one edge. Another interesting 
artifact is (1-Pij) which is the probability of not using the color cj 
on edge ei according to our criteria. Once we define Pij for each of 
the colors cj on ei, we can calculate the probability Ui of staying 
un-colored for ei as followed: 
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Now that we have calculated the color-ability probability for each 
edge ei associated with the potential nodes (the ones with the 
highest Θ(vi)), we rank the potential nodes with respect to the 
color-ability probabilities of their associated edges. If a node has 
many edges that are hard to color, that node is most constrained 
and should be the next node to be finally selected and then we 
define the most constrained edge of this node (the edge with the 
least Ui ) and color it with the color that has the highest Pij on that 

edge. We proceed with the algorithm until the colorability Ui of 
each edge ei in G goes to zero.  

4.3 Localized deterministic algor ithm 
The deterministic algorithm assumes having a fixed assignment 
protocol at the MAC layer. We selected TDMA as our fixed 
assignment protocol. In TDMA, each period of time is divided 
into n slots, 1,…,n. (n is the number of nodes in the network). For 
simplicity, assume that the indices of the time slots, match the 
indices of the nodes, i.e the node vi has the time slot i. Each node 
has access to the channel to communicate to its neighboring nodes 
at its specific time slot and no other time.  

The phase-I of the procedure is to discover the local 
neighborhood for each of the nodes in the network. During the 
first cycle, every node broadcasts an identification message on its 
own time slot. The nodes that can receive the signal from the 
transmitting node are the ones that share an edge with the sender 
node. The receiving nodes update their neighbor list by denoting 
the sender as their neighbors. After a cycle through all of the 
nodes in the network, each node in the network has the 
information about all of its immediate neighbors. The second 
cycle has the same form as the first one. The difference is that the 
nodes broadcast to their neighboring nodes not only their 
identities but also the information they gathered about their 
neighborhood in the last cycle. After this cycle, all of the nodes in 
the network have the information about their 2-hop neighborhood. 
The procedure can repeat to up to k cycles, after which every node 
will acquire the information on its k-hop neighborhood. As 
described above, in our case 3-hop information would give us 
enough perspective to evaluate the nodes and the edges in the 
graph in phase-II.  

Phase-II of the algorithm first evaluates the nodes and edges in the 
network and then assigns the channels to the most constrained 
edges of the graph. The basic methodology, node objective 
function and maximally constraining analysis is very similar to the 
centralized algorithm described before, although there are a 
number of fundamentally different issues that arise because of the 
localized nature of the strategy. In the centralized strategy, the 
stopping criterion was when the colorability of all of the edges 
became zero. In the TDMA strategy, the stopping criterion is 
having two identical rounds of TDMA, without improving the 
number of colored edges during a round.  

The main part of the algorithm is very similar to the centralized 
case. The only critical issue here is that nodes do not have 
information about all of the nodes in the network but just their 
local neighborhood. We go through the nodes in the network one 
by one. For each node, we calculate its potential Θ�� to the other 
nodes in its neighborhood. If the node has the highest potential in 
its local area it will attempt to color its most constrained edge 
with the least constraining color as discussed in the centralized 
case, and then it will send updates to its neighboring edges. The 
only issue that arises here is the ordering. Since the nodes that are 
responsible for coloring are not able to update their 2-hop 
neighborhood, some of the nodes might not receive the critical 
decisions before the next round terminates. To avoid such 
confusions, we restrict the nodes to color the most constrained 
edge that occurs after them according to the ordering of the 
TDMA slots.   



4.4 Localized random algor ithm 
In this section, we present the localized algorithm that assumes 
Aloha media access control policy. We assume that t tokens are 
used by network operating system, i.e. they are the processes that 
simultaneously run. Note that any k token algorithm can be easily 
emulated by a single token algorithm with equal or lower 
communication cost, but longer run time. The algorithm has three 
major phases: (i) Neighborhood discovery; (ii) Token membership 
assignment; and (iii) Simultaneous coloring within each token 
domain. We assume random time attempt of transmission and 
continuous reception at each node. The neighborhood discovery is 
conducted in the same way as in the case of TDMA-based 
localized algorithm. The only change is that, we use as stopping 
criteria at each node the elapsed time. Therefore, we guarantee the 
level of energy consumption at potential degradation of 
performance. Specifically, each node waits until it does not hear 
from each of its neighbors tn times, where tn is the number of 
neighbors. The most interesting and unique aspect of the Aloha-
based centralized algorithm is token membership resolution 
procedure. There are t tokens, each assigned in a random way to 
one of the nodes in the network. The goal is to assign membership 
of each node in the network to one of the tokens in such a way 
that all tokens cover approximately the same number of nodes, 
that communication distance between nodes with the same token 
is minimized, and that a cluster of nodes with the same token has 
one-hop communication to as few as possible other clusters. We 
proceed in the following way. Each token is sent to one of its 
neighbors. With each token also travels information about the 
cardinality of the current corresponding cluster. Every time, when 
the token is sent to a node that already has membership, the token 
obtains an estimate about the size of the clusters that already tried 
to assign that node. The distance of the original node and the 
relative number of nodes is used to either request that this node is 
reassigned or just not further consider for membership in this 
token set. The reassignment is done when two tokens are at the 
same node. 

5. EXPERIMENTAL RESULTS 
In order to evaluate the performance of the above-defined 
procedures on the real graphs, we need to generate a graph G for 
which we already know the optimal edge-coloring solution. We 
use this graph to experiment our three types of algorithms 
described earlier. Assume that we have N nodes in the graph, 
called n1, …,nN. We have maximum of K colors c1, …, cK to color 
this graph. In order to necessitate using at least K colors to color 
the edges of the graph, we first randomly select a node ni in the 
graph and connect it to K other random nodes. Now, edges 
associated with ni need at least K-colors to be colored. After that, 
we start to assign the colored edges between the nodes of the 
graph G. If an edge colored in cc assigned to two nodes has a 
neighboring edge with the same color cc, that edge would not 
accept that color. This random assignment would continue for a 
user specified number of edges E. Now, we have a graph G that is 
fully colored and we are certain that the minimum number of 
colors to color such a graph is K. We can further complicate the 
target graph by adding an obfuscation phase to the graph 
generation. During this phase, we add uncolored edges between 
the nodes in G that already have K edges associated with them. 
The added edges are not colorable since they already have 
neighbors in every possible color. Thus, the final generated graph 

G would still be an optimal solution for coloring the maximum 
number of edges of the graph using at most K colors. 

In order to evaluate the quality of developed centralized and 
localized algorithms we conducted two type of experiments. In the 
first experiment, we compared the number of colored edges after 
the application of the centralized, TDMA and Aloha localized 
algorithms vs. the number of colored edges in the optimal 
solution. Table 1 shows the obtained results. In all examples, we 
used 10 colors.  

The first two columns indicate the number of nodes and edges in 
the graphs. The next column indicates the number of colored 
edges in the optimum solution. After that we show, in the three 
columns, the results for centralized, TDMA and Aloha localized 
algorithms. It is apparent, that in all cases the new algorithms 
performed exceptionally well. 

In the second experiment, we generated 100 nodes in fields of 
various sizes with various communication ranges. We again used 
10 colors. Each node was able to communicate with its neighbors, 
within a specified range. We measured the lower bound on 
percentage of obtained potential. The potential is defined as the 
number of edges incident to the node, unless the node has more 
edges then colors. In that case, the potential is set to the number 
of colors. The centralized algorithm achieved at average 94% of 
the potential on 20 test examples. On the same set of examples, 
TDMA and Aloha achieved 91.8 % and 86.7% of the potential, 
essentially indicating that more complex algorithms are not 
needed. 

6. CONCLUSION 
We developed the first approach for the design and evaluation of 
localized algorithms in wireless embedded ad-hoc sensor 
networks. The approach has three phases: information gathering, 
system structuring, and optimization mechanisms. We 
demonstrated the approach on the channel assignment - edge-
coloring problem. We used a new maximally constrained - 
minimally constraining centralized algorithm as the optimization 
engine in TDMA and Aloha media access protocol scenarios to 
develop localized algorithms. The algorithms perform 
exceptionally well on a number of test examples. 
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