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Introduction

By many estimates, it will be possible to manufacture single-chip silicon integrated circuits containing 10B bits of RAM or over 50M logic transistors by the year 2001 (e.g. see Table 1 below) and by 2010, 64B bits/chip and over 200M logic gates/chip are predicted—more than twenty times the number of logic gates available on a single chip today. In fact, many of the predictions of MOS scaling limits of the past have been overcome already and quite reliable individual MOS transistors with channel lengths of 0.05mm and below have been fabricated successfully, devices unlikely to be used in volume production before 2020.The fact that it is possible to build reliable MOS devices at these dimensions provides confidence that at least one key fundamental aspect of a CMOS-like technology—one derived from today’s CMOS, and so hereafter referred to simply as CMOS—is in place for the next quarter century of use.



Year�Min. Feature�D(F)RAM�Logic��� (mm)� (Mbits)� (M Xstrs)��1995�0.35�64�10��1998�0.25�256�20��2001�0.18�1,000�50��2004�0.13�4,000�100��2007�0.10�16,000�250��2010�0.07�64,000�500��Table 1: Estimated Capacity of CMOS IC’s by Technology Generation

(Source: 1994 SIA Roadmap)
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Figure 1: World Semiconductor Sales and Gross World Product for the Past Forty Years

(Source: VLSI Research Inc., United Nations Yearbook, World Bank Database, IMF)

Figure 1 shows the relative growth of semiconductors as a percentage of the Gross World Product (GWP) for the past forty years. Semiconductors have been growing at about twice the rate of the GWP and one relatively conservative estimate� is that the industry will level off and grow at about the same rate as the GWP when electronics has doubled as a percentage of the GWP from where it is today. That would result in a $12,000B semiconductor market by 2030, up considerably from $140B today, as summarized in Table 2 below. 



��Steady State���1995�2030��Semiconductor as % of Electronics�17%�35%��Electronics as % of GWP�4%�8%��Semiconductors as % of GWP�0.7%�3%��CMOS Technology�0.35mm�0.05mm��World Semiconductor Sales�$140B�$12,OOOB��Annual Growth Rate�16%�8%, same����as GWP��Table 2: Aspects of CMOS Technology Estimated for 2030

(Source: Prof. Chenming Hu, UC Berkeley, April 1996)

If it is possible to build reliable circuits with these sub-0.1mm devices, if we can develop the methodologies and tools needed to design and verify reliable sub-0.1mm circuits in a reasonable amount of time, if we can develop architectures which can take reasonably full advantage of the potential of such technologies, and assuming we can find a set of suitable applications for such complex chips (other than memory!), all indications are that CMOS is likely to continue to live long and prosper! A lot of “ifs.” While it is certainly important to investigate alternatives to MOS, with the evidence at hand that CMOS as a technology is likely to continue to be of central importance for at least the next quarter century, we must also be sure to:

Understand all of the factors that might limit or accelerate the use of GigaFET CMOS in design and manufacture.

Develop solutions to the key challenges in methodology and tools for design, verification, and manufacture of reliable, high-capability chips (optimal PDA product—Power, Delay, Area)

Develop an architectural understanding that matches the application of such components and capabilities in systems (large, fast as well as portable, personal).

Ensure that the infrastructure necessary to foster the research and technology transfer is put in place so as to maintain a high rate of innovation and progress in the areas of architecture and design, as well as in technology and manufacturing.

We believe that the semiconductor industry is entering a major transition phase, driven by the implications of DSM technologies, and must invest significantly in the development of new IC and system design methodologies.

We also believe that without a comprehensive perspective, encompassing low-level technology issues and tradeoffs, system-level design technology, relevant architectural implications, and new approaches to the solution of complex design and verification problems, the major breakthroughs required to take full advantage of these new technologies cannot be achieved.

Such a perspective can only be achieved through a sustained, synergistic collection of research activities in the development of new methodologies and associated infrastructure, new approaches to circuit design, and new tools and associated algorithms.

Evolution or Revolution?

As a result of all of the successful efforts in design technology research and development over the past quarter century, it would be natural to assume that future developments are relatively straightforward extrapolations of the past, that they may involve a significant amount of development but they can be built on top of existing infrastructure, methodology, and tools. In such an evolutionary approach, one might expect that extrapolation of existing cell-based methodology will carry the industry forward by finding effective ways to accommodate the problems encountered in DSM technologies. This view is illustrated schematically in Figure 2, where the starting point for single-chip designs is moving higher with each new generation of technology (embracing higher levels of abstraction, including hardware and software) while the key factors influencing designer productivity and chip quality are accounted for as they become important, always building directly upon the developments of the past. As designs grow in the number of devices they contain, factors other than cost begin to play a central role in the design process, including reliable timing, then power, now design validation and soon reliability.

�

Figure 2: View of Microelectronics Design as an Extrapolation and Extension of the Past

Unfortunately, this is not the case at all! The fundamental premise on which existing cell-based methodologies were developed is anchored in the tradeoff between cost (represented by chip area and yield) and time-to-market. Time-to-market is a function of correct operation and acceptable (predictable) performance, which is where aspects like timing analysis, power analysis, design verification, reliability analysis and synthesis come to bear. However, as the underlying technology has evolved, the factors limiting chip capability have changed significantly.

We believe that the changes implied by DSM technologies—driven mostly by wiring and associated reliability concerns—are so profound that the existing methodologies, which have driven the industry for more than twenty years, just cannot be stretched much further.

As a result, the entire design process must be reformulated, almost from scratch, and new methodologies must be developed from the circuit and wiring levels up. Not only will the methodologies change, but entirely new tools, design techniques, and infrastructure must also be invented and implemented. This view is illustrated schematically in Figure 3.

�

Figure 3: View of the Impact of DSM as Requiring a Revolution in Design Methodology

In summary, while the evolutionary approach might be thought of as being driven by a “solve the problem” focus, we believe that the right approach is best characterized as “reformulate the problem,” from top to bottom, working to find suitable tools and techniques to solve aspects of it along the way.

Put another way, the most significant challenge we face is one of overall design methodology. To explore and develop the most effective new design methodologies, a comprehensive perspective on the overall IC design process is required.

The Need for a New Approach to Design Infrastructure

In 1995, the electronics industry grew at a record 25% CAGR while the EDA industry grew at between 14% and 17% CAGR, depending on oneÕs source. Why are the two not commensurate? Dataquest, an information technology market research firm, conducts an annual survey of Electronic Design Automation (EDA) users, under the title of ÒWants and Needs.Ó At the March, 1996 EDAC (association of EDA companies) meeting, the Dataquest EDA analyst, Gary Smith, previewed this year’s survey by saying that general EDA user satisfaction Ògrew in all areas except standards and integration.Ó In fact, he went on to say that ÒThese areas represent the two biggest problems that will slow growth in the EDA industry over the next 3-5 years.Ó 

From our perspective, the integration issue, along with associated technologies (visualization, communication, collaboration) is key to sustained growth in design technology. It is a cornerstone of the infrastructure needed to improve technology-transfer from research to production, to facilitate the introduction and dissemination of new design technology products and services, as well as playing a pivotal role in the coupling between specification, design, verification, and manufacturing.

In today’s design and manufacturing environment, any comprehensive perspective must take into account existing investments in tools, designs, and associated manufacturing standards. This is a complex problem, involving many players and technologies, and so any single research program attempting to address the overall problem must focus it’s efforts on the key elements, leveraging existing investments where it makes sense and enabling other research groups in process technology, in circuit and system design, as well as in design technology, to add additional value to the methodology wherever possible. A new approach to design infrastructure is a cornerstone of the WELD (Why Everybody Likes Design) project, as presented in detail below.

The WELD Project

Andrew: Please review

Introduction

The WELD group at the University of California, Berkeley seeks to enable a next-generation of electronic design methodology, research, and development by exploiting the use of efficient local (Intra) and wide-area (Inter) networking technologies, by providing associated tools and techniques for design visualization and design management, as well as for effective collaboration. We are building a series of working prototypes of next-generation design systems for the ‘virtual prototyping’ and transfer to manufacturing of high-density ‘System-on-a-Chip’ (SOC) integrated circuit designs. The WELD project began in October 1995 and the first prototype distributed design system was demonstrated publicly in June, 1996 at the ACM/IEEE Design Automation Conference�. 

In addition to a new approach to design infrastructure, the project is developing and evaluating new approaches to high-level design capture and design exploration, new approaches to circuit-level design, taking into account the constraints implied by advanced DSM technologies (in particular, power, delay, area, and reliability at the electrical level), and the application of advanced search techniques, with emphasis on stochastic search, to help solve some of the key problems encountered in DSM design. Each of these areas of emphasis, along with specific short-term and long-term objectives, is presented in more detail below.

Exploring design methodologies applicable to process and manufacturing capabilities unlikely to be available for full-scale use for 5-10 years is 
inherently
 a high-risk endeavor! We believe that to bring some structure to the process of exploration and the resulting collection of related research, it is necessary to make some reasonable assumptions and to focus initial efforts in one or two key areas.

Circuit Design Methodology

From a manufacturing technology perspective, we have chosen to accept the SIA Technology Roadmap as at least a rough guide to the future. We are also confident that the technologists and material scientists will find a way to deliver the device characteristics and interconnect systems they predict. However, if there is one area of research and development we are most concerned about tracking it is on the interconnect side. The particular characteristics of interconnect systems for high gate-count DSM design (electrical characteristics, reliability, testability, yield, etc.) is likely to have by far the most significant impact on the design methodologies we are concerned about than any other single element of the Roadmap.

However, we believe there is a significant need for new understanding in how best to apply the devices and interconnect systems of future technologies at the circuit level. That is, identifying the most reliable and efficient (low PDA products) approaches to the design of digital and mixed-signal circuits�.

Such approaches to circuit design must be developed with design technology in mind from the outset. Only design styles that can deliver reliable circuits, while at the same time being amenable to automatic synthesis, verification and test at all levels of abstraction (physical, logic, etc.) are acceptable when we are considering circuits with DSM design complexities.

Understanding the circuit-level constraints involved in next-generation DSM design, developing models and associated analysis tools, and using those models and tools to develop efficient, automatic approached to the synthesis, verification, and test of such circuit structures is one of the cornerstones of our overall approach.

System Design Methodology

At the other end of the spectrum, while the design of embedded systems today is typically centered about preexisting microprocessor cores, preexisting real-time operating systems, and other macro-scale modules, recent developments in hardware-software co-design and synthesis for programmable logic are increasing the range of implementation options available to embedded systems designers and promise to increase implementation efficiency (e.g., in terms of run-times, memory requirements, and power utilization), as well as the predictability of overall system performance.

However, in order to utilize these implementation options effectively, designers require a uniform specification environment, based on a common language or set of languages, as well as a full range of tools for the implementation, debugging, and evaluation of tradeoffs among the various implementation options. Unfortunately, the most widespread languages in use for the specification of hardware (e.g. VHDL, Verilog) are quite different from those used for the specification of embedded software (e.g. SDL, C, Concurrent C++). Attempts have been made to adapt the hardware languages for software and the software languages for hardware.  However, various features of both sets of languages make the efficient and unambiguous specification of behavior in both domains very difficult. One of the major difficulties in such endeavors has been due to differences in the underlying execution models implied by the various languages. There are also a number of ongoing research and development efforts which begin with a more general and formal underlying model, intended to address a variety of implementation styles including both hardware and software. These models are then expressed in either a specific language (e.g. Esterel, SpecCharts) or as a restriction on, or extension to, an existing language. While such approaches have the advantage of providing an unambiguous hardware or software model, which lends itself to later formal analysis or perhaps automatic synthesis, the resulting languages are sometimes restrictive (e.g. control-oriented, dataflow-oriented, software-oriented) or do not have sufficient support to find widespread use.

We are proposing a new approach which combines the pragmatic advantages of a language and development environment in widespread use, thus the ability to build upon the tools, development and debugging environments, and installed-base of programmers and language familiarity, while still being able to apply the advantages of a well-defined and mathematically rigorous foundation.

Simply stated, our approach is based on the adaptation of the Java language for the description and modeling of embedded systems, both hardware and software, and supports a heterogeneous combination of underlying models, suited for a mixture of hardware and software implementations.

Java is a relatively new language, originally conceived for the development of set-top-box software—an embedded application—that is very similar to C++ in overall style and features, but with a number of very important differences which we present later and which we believe are one of the main reasons Java offers such an opportunity for embedded system design. The language is already receiving widespread interest and support, not only as a language for developing applets (it’s original Internet application), but also for embedded system design and for general-purpose software development. We apply a number of restrictions to Java programming style which, when followed, lead to well-characterized behavior in terms of a specific, deterministic model of computation well-suited to real-time embedded software design as well as hardware implementations of behavior, and we describe an iterative approach to the transformation of a general Java application to one which satisfies the constraints imposed by our underlying computational model, as presented in more detail later.

Design Application Driver

Our past major successes in EDA research and development at Berkeley have almost always been associated with a major design project, usually a Berkeley project as well (e.g. RISC, SOAR, DARPA VLSI, Infopad). From a design technology perspective, a well-chosen advanced application can also be used to constrain and focus the research, helping to define shorter-term milestones while still providing the context for significant long-term challenges.

While we are developing the basic infrastructure needed for our research, we are also exploring a number of potential collaborative efforts around significant design challenges. Much of our current thinking is focused on designs which have a strong requirement to take into account power, delay, and area (the PDA product) in some way and many of those are in the personal, portable electronics area. We are convinced, however, that the major problems encountered in the personal, portable design space are directly applicable to the high-performance design area as well.

Summary

From a design methodology perspective, the emphasis of the WELD project is to define ‘straw man’ approaches to design representation at the circuit level and at the system level. These abstractions will provide a first-cut ‘impedance’ on which to base future research. We are still evaluating a variety of approaches at the circuit level, trying to understand and relate in more detail the many new constraints implied by DSM technologies of the early 21st Century. On the system side, we have selected a Java-based approach to system design as a working  prototype and will be using that approach to define and develop a number of more advanced approaches to system specification and formal modeling, as well as design exploration and synthesis, over the next few years. To be sure we are solving relevant problems, we are in the process of identifying one or more long-range (5+ years out) design driver applications, most likely being developed by other groups, where we could use the examples to test our assumptions at the circuit and system levels in particular. The key elements of these aspects of WELD are illustrated in Figure



�

Figure 4: Cornerstones of Design Technology Research in the WELD project.

Critical to our project is the ability to make our ideas and infrastructure available to others, in industry, academia, and government, to encourage shared research and development efforts. To that end, we see the emerging network technologies (Inter(Intra)networks) as providing a central opportunity for developing collaborative environments for electronic system design. We are applying as much available off-the-shelf- technology as we can to this endeavor and building layered abstractions for the creation and management of design descriptions as well as tools. Our key watch-words in this work are scaleability and evolvability.

Design technology has always been early to adopt new technologies for design visualization and problem-solving. This next generation of hardware support for 3D-immersive environments and high-speed animation (graphics, video, etc.) provide significant opportunities for application in design, both in the design process itself as well as in aiding project management and collaboration.

Finally, with the new classes of problems we see emerging in DSM design, it is worthwhile to try to tie in new, advanced mathematical algorithms and techniques. Many of these problems are concerned with search—finding the best solution in a complex space of many possible options. We are evaluating the application of modern approaches to search, notably stochastic search and the use of Bayesian inference, to help us solve these problems more efficiently and more effectively, as described in detail later.

WELD is about design, in particular about finding better approaches to design, and we hope it will truly be an element in Why Everybody will Like Design.

Design Methodology and Tools

Introduction

In the area of design technology per se, we propose to concentrate our efforts on the development of new user models for the description or specification of complex electronic designs (including both hardware as well as certain software aspects) along with the tools and techniques needed to produce a 'virtual prototype,' evaluate its effectiveness, and transfer it to manufacturing. In addition, we believe that decision support--encompassing searching, estimation, and design planning capabilities-- will be critical to time-to-market for next-generation complex electronic systems. We are planning to use our advanced interface technologies, coupled to our web-based design environment, to address the design decision support problem. 

In the Small: The Circuit Level

Introduction

According to the 1994 SIA National Technology Roadmap for Semiconductors (the SIA Roadmap), by 2004 chips will have at least six layers of interconnect, a minimum feature size of 0.13mm and a supply voltage of less than 1.5 volts. In discussions with various semiconductor companies, lower on-chip supply voltages and perhaps even additional layers of interconnect are expected by that time. Figure 4 shows a cross-section comparing 0.5mm technology with today’s 0.35mm technology, with a single transistor circled, to give some perspective on the complexity of the analysis and design aspects in modern technologies.

�

Figure 4: Representative Cross-Sections in 0.5mm and 0.35mm Technologies

(Source: 1995 IMEC Annual Report, Leuven, Belgium)

There is a significant problem associated with the analysis and 
modeling
 of such structures. As well as accurate device models, full 3D analysis of associated parasitics (capacitance, resistance, and inductance) are requires and, at clock frequencies above 300MHz, nonlinear distributed effects on interconnect (e.g. skin effect) must also be considered.

As minimum feature size is reduced, one of the major features of batch semiconductor processing—the local matching of devices—is also compromised. Analysis tools which can predict the statistical mismatch of devices and interconnect are required. Such circuit variations must then be taken into account in the electrical analysis tools as well as in the circuit design techniques themselves. This is particularly true for timing management, as the variations manifest themselves as statistical variations in time delay along circuit paths. It is likely that such effects will eventually require consideration in approaches to timing management at the system level.

Reduction in supply voltage is necessary to manage power dissipation for both portable personal applications as well as for high-speed integrated circuits. However, with the increased likelihood of coupling between signals on the same layer of interconnect, as well as on adjacent layers, managing noise margin and signal reliability becomes critical. To maintain noise margin using conventional circuit structures, it is necessary to reduce the device threshold voltage, VTH. However, if VTH is reduced below a certain limit (e.g. about 0.32V for most 0.35mm technologies), sub-threshold leakage currents grow rapidly and static (standby) power dissipation becomes an issue. Many circuit-level approaches are under investigation to address these tradeoffs and no general approach has been selected yet. Approaches under consideration include the use of dual-threshold technology, differential signaling and sense-amplifier loads, reduced-swing logic, and smaller numbers of complex logic blocks, generated on-the-fly,  instead of a larger number of simpler blocks, placed and routed automatically. Such approaches would be coupled with system-level power management approaches including the use of gated clocks or ‘locally-synchronous, globally asynchronous’ design techniques, where blocks could be powered-up by the arrival of significant  inputs.

No matter what approaches are eventually selected, it is clear that today’s design tools are inadequate for the analysis of circuit-level as well as system-level implications and there is virtually no help for the automated or semi-automated design of circuit blocks.

In the longer term, work must continue in the area of specification, rather than description, of systems. In this area, research must again be driven as much by applications and use as much as by design technology per se.

Approaches to Power Management

Premal: Please review and update

The power problem in next-generation chip design is illustrated in Figure 3 below. When one considers all of the chip data published over the past fifteen years, it seems that almost independent of  the function of the chip, power dissipation is growing approximately 400% every three years!

�

Figure 3: Power Dissipation of Microprocessors and DSPs as Published at ISSCC, 1980-1995

(Source:  Sakurai, et. al., Sashimi, November, 1996)



Looking further at where the power is going, one finds that it is a strong function of design approach as well as application, as illustrated for the four recent chip designs shown below. For example, the reduction in relative power for Microcomputer 2 below came from careful clock management (e.g. master clock with gates in almost every clock-tree branch and reduced latch input loading) and a reduction in logic power came from increased use of lower on-chip supply voltage (1.5V nominal), and lower signal swings. Sense-amp latches were used extensively, as discussed later.

   �������       ���Figure 4: Relative Power Dissipation for a Number of Complex Chips, ISSCC 1996

(Source:  Sakurai, et. al., Sashimi, November, 1996)

In an evolutionary approach, each factor contributing to power, delay, or increased area (wiring congestion) must be considered separately and optimized, usually via some ad-hoc approach (e.g. the gated-clock solution described by Digital in their Strong-ARM processor design). Such approaches can be particularly effective, however. Although not an apples-apples comparison, Digital’s 
Strong-ARM
 dissipates 330mW at 160MHz as compared to approximately 26W for an Alpha in the same technology at 200MHz.

Scaling theory predicts a wide variety of outcomes for different technology scaling approaches. Under a scaling methodology where voltage scales� EMBED Equation.2  ��� power density is predicted to scale as � EMBED Equation.2  ���, as show in the table below. Under such a scenario, even at 0.35mm, an on-chip supply voltage of 1-2volts is required.

�

Table 1: Scaling Effects as a Function of the Technology Scaling Factor k

(Source:  Sakurai, et. al., Sashimi, November, 1996)

Reduced supply voltage requires a reduced threshold voltage to preserve noise margin. Unfortunately, reduced threshold also increases leakage current and so increases quiescent power dissipation. For portable personal technologies, quiescent power dissipation is often the major factor limiting battery life and so must be managed carefully.

For 0.35mm, a threshold voltage of below 0.35V is considered impractical and many processes are designed for a 0.5V VT to improve process yield. At these signal and threshold levels, reduced signal swings can also be used to improve power dissipation and performance, however it is likely that differential 
signaling
 and sense-amp loads/latches will be needed to preserve performance and noise immunity in many situations.

As mentioned earlier, there is already a tendency towards the increased use of more complex combinational logic blocks (e.g. Pass-Transistor Logic (PTL), CVSL.) to improve noise immunity and improve the PDA product under the wiring burden of DSM technologies�. Using the same chip design examples presented earlier, increases in overall power density scale as � EMBED Equation.2  ��� unless significant changes are made to the methodology—extensive use of tightly-packed, combinational logic networks can substantially reduce this dependence.

�

Figure 6: Power Density of Microcomputers and DSPs as Published at ISSCC, 1980-1995

(Source:  Sakurai, et. al., Sashimi, November, 1996)

In a world with increased noise sensitivity and a need for reduced signal swing, it is also likely there will be increased use of differential signaling. Circuit approaches that generate and use both X and � EMBED Equation.2  ��� efficiently are likely to find a wider acceptance in the future (e.g. DCVSL). Also, with extra transistors used to manage power (in the clocks, etc.) and to sense reduced-swing signal changes, the advantages of larger, more complex logic function blocks become increasingly apparent. Consider the full-adder example shown below in Figure 7. The static CMOS version requires 40 MOSFETs while the PTL version (with complementary signals automatic) requires only 28 MOSFETs—a substantial reduction in PDA product.
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Figure 7: CMOS Static versus PTL Implementation of a Full Adder

(Source:  Sakurai, et. al., Sashimi, November, 1996)

Additional savings can be achieved by improvements in load and signal synchronizers (latches). Whether PTL (transistors usually drawn horizontally and using both source-connected as well as gate-connected inputs) or a variation of Domino/CVSL logic (usually drawn vertically, sources grounded, signals on gates), the role of the load is critical in fast sensing and latching of signals at low power. There have been significant advances in load design over the past few years, mostly in Japan. Figure 8 is taken from a recent paper (Sakurai, et.al, Sashimi, November 1996) showing the development of load and sensing approaches for logic over the past few years. Even Digital’s recent 
Strong-ARM
 processor design used sense-amp latches (although not as loads). In the 
Strong-ARM
 design, differential signals were not always generated automatically and so a significant number of “extra” inverters were needed to create the necessary differential inputs for the sense-amp latches.

�

Figure 8: The Evolution of Load and Latch Technologies for Dynamic Circuits

 (Source:  Sakurai, et. al., Sashimi, November, 1996)

The main point here is that rapid developments are taking place in the evolution of combinational logic families, both for logic as well as for signal sensing, in response to the need for a lower overall PDA product under the constraints imposed by the implications of DSM interconnect issues. These developments will affect the design synthesis systems in very profound ways—from circuit synthesis to automatic wiring and placement, and even at the logic synthesis levels and above. 

Challenges like efficient switch-level synthesis and the 
bi-directional
 use of switches must be re-addressed in the context of the technologies of the next decade.

Premal: Additional topics to be covered include

Interconnect Delay Management

Special Signal Synthesis (Clocks, Power, Ground)

As mentioned above, without significant changes to overall design methodology, special techniques are required to manage the distribution of clocks and supply lines. With reduced signal swings and synchronous design methodology, clock shielding (metal lines on all for sides) and high-capacitance supply wiring is a must. If fine-grain clock power management is used, skew management is even more difficult and will require special attention. Again, this is largely a case of identifying the right combination of methodology and tools appropriate for a particular design.

Signal Integrity (Coupling, Crosstalk)

Estimation

"On the Fly" Complex Cell Generation

In  a pass-transistor-oriented methodology, it may be necessary or at least worthwhile to generated each logic function block during the design synthesis process. By doing so, it may actually be easier (more accurate) to predict approximate area and performance earlier in the design process. If a full-custom-oriented methodology is used, there is little additional cost in such an approach, provided the automatically-generated blocks can be characterized efficiently and accurately. It is expected that such an approach might improve the PDA product by a factor of four or more.

Summary

Technology Characterization and 
Modeling


Physical Design and Layout

Placement and routing becomes routing and placement

Logic-Level Design

In the Large: High-Level Design

James
, Naji
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Introduction

As well as the microscopic implications of DSM, the macroscopic effects are equally important and profound. Not only is the number of switches that can be integrated on a single chip increasing, the system designer’s task of applying and characterizing these devices is becoming increasingly difficult. In the past, we have approached this problem by designing and pre-characterizing collections of transistors (e.g. logic gates, operational amplifiers). By hiding the device physics via the careful design of such building-blocks, both designers and design and analysis tools are able to assemble complex circuits reliably. Unfortunately, with tens of millions of logic gates and the associated changes in the relative importance of switches and wiring, it will soon be impossible for our existing tools, using our present design methodologies, to reliably assemble and wire complex building blocks. In addition, we require a substantial change in our approach to system architecture. With the relative impact of device delay and wiring delay changing significantly, the tradeoffs between latency and bandwidth in system architecture must be revisited once more. The area in which this effect seems to be the most pronounced is in the relationship between logic and memory (e.g. the IRAM and PIM research efforts).

Another new and important implication of 100M device chips is that it is likely that no companies will have all the necessary design resources (designers, tools, prototyping facilities, etc.) in one location or even in-house. For example, many chips will be mixed-signal designs (i.e. containing analog and digital circuits on the same die) or will require high-performance ‘analog-like’ circuits (e.g. embedded DRAM, low-power PLLs). It is becoming commonplace to combine designs from a number of sources, both in-house as well as external (e.g. foundries), and considerable work is needed to understand the most effective ways of encapsulating designs for re-use—what abstractions are needed, at what levels should they be described, etc.

In addition, a design infrastructure is required that will permit the rapid acquisition, verification, and transfer to manufacturing of design components from a wide range of sources.

To these ends, we believe that it is imperative the design community have the opportunity to move to higher levels of abstraction for design representation where appropriate. Efficient and effective GigaMOS designs cannot be comprehended at the gate level, nor the RTL level, nor with behavioral Verilog or VHDL.

In addition, from a design synthesis point of view these  higher levels of abstraction must be rooted firmly in a formal underlying mathematical framework. There is a considerable amount of ongoing research and development in both the language as well as the formal modeling areas. However, there are no “right answers” in either area, just increasingly better solutions, better suited to the problem at hand.

We believe that it is necessary to drive towards closure on a new and pragmatic combination of languages and mathematics, driven by the classes of applications we expect to see over the next few years.

New approaches are needed to connect high-level synthesis with topological and physical aspects of the problem. This is particularly important due to the increasingly important role of wiring in system performance and power. For example, even relatively low-level design decisions, like choosing to use busses for system-wide communication, can ultimately account for the majority of a chip’s power dissipation.

One approach that has been proposed to help solve this problem is to make increasing use of pre-designed building-blocks, simplifying the high-level design problem by providing reliable, high-level abstractions by pre-characterization of the blocks. In this way, significant effort can be applied to the design and implementation—the optimization—of the library of blocks so as to minimize the PDA (Power, Delay, Area) product.

Even in a building-block based approach, with the number of devices we are expecting on silicon within the next few years, considerable attention is still required for the inter-block communication and wiring aspect. Additional work is required to expand the concepts of hierarchy management and auto-partitioning to multi-block and multi-chip levels. Clearly, in a world of ‘chip-sized’ packaging and interconnection schemes, with many thousands of pins per chip, attention to inter-chip partitioning and effective approaches to area-based inter-chip wiring floorplanning and optimization are critical.

In all of the above work, we expect an interactive, guided form of design exploration to be at least as important as automatic techniques. This is an area where there are certainly multiple, highly-interacting tradeoffs to be considered and even the a priori specification of an objective for automatic optimization is virtually impossible to obtain, in most cases.
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What will the world look like?


Role of synthesis, debugging, mixed Hw/SW



Role of programmable logic


Re-use (VSIA stuff
—
check 
out their site)


Some vision added to above section



Leading to notion of encapsulated design objects, self-simulating, etc.



Describing Designs at High Levels of Abstraction



Embedded system design requires the successful integration of software and hardware components, as well as accurate prediction of required performance (e.g. clock rate, completion time, input or output bandwidth, memory requirements) or expected behavior (e.g. latency, exception handling) of the final system implementation. In addition, embedded systems are expected to provide high levels of robustness and reliability.  Such systems are often highly complex and interact with even more complex environments in real-time.


The Java Programming Language



The Java programming language was introduced by Sun Microsystems in 1995 and received by attention unprecedented for such a new and unproved technology.  Although Java has best been known as a vehicle for enabling network computing, we believe that its features make it attractive as a specification language for embedded systems. It is important to recognize that the name “Java” is an umbrella for two distinct technologies, the Java execution model and the Java language itself.



Graphical Approaches



The SpecChart editor prototype



Formal Approaches to Design Repres
en
tation



Key elements (function, time, etc.)



Simple taxonomy


Our approaches (multi-level)


Relating Formal 
Models
 to High-Level
 Design



Javatime, etc.



High-Level Design Exploration



As an application of James
’
 stuff



Next-Generation Simulation and Design 
Animation



architectural perspective
—
not 
justi
fication
: meat!



Summary

James: Please review and update (probably re-write!)

We have developed some new user models for the description and design (including verification, validation, and synthesis) of complex electronic systems, systems involving hardware, software, and a limited range of mechanical components in their implementation. So far, we have zeroed in on the models we plan to use for representing timing (see enclosed reports.) We will integrate our recent developments in the areas of design verification and validation into the front end of the design process. This work is based on our research which couples concepts from the areas of reactive systems, non-deterministic finite automata, and object-oriented representation into a mathematical formalism we believe will provide both a user-oriented way of specifying and iterating systems as well as sufficient formalism to permit the application of powerful analysis, verification, and synthesis techniques.

Management of Designs and the Design Process

Francis, Mark: Please review and update



Introduction



We are designing a prototype widely-distributed design system for the 'virtual prototyping' of microelectronics-based designs. Design objects (tools, data, etc.) will be coupled via the network to form a 'webbed' design system. This will be developed as a platform architecture into which tools, libraries, and software-based design components from a variety of sources can be integrated. We anticipate that the system will provide a secure method of running programs over a network in a distributed manner and will be activated from a network browser. Where possible, we will attempt to use infrastructure (software modules, toolkits, standards, etc.) provided by other researchers and groups. Where necessary, however, we will develop the software components needed to achieve our goals. 

We anticipate that the system will provide a secure method of running programs over a network in a distributed manner and will be activated from a network browser. Program modules will be executed remotely or will be transferred over a high-throughput network as needed and run on a local CPU. Additional modules will be accessible from the user environment, including libraries, pieces of the current program, and related/linked programs. We will develop a means of providing on-line interactive assistance, as well as providing various tools (agents) to automatically update the user's environment when changes and new developments occur. As an end result, the user will be able to invoke network tools to develop using a flexible customizable CAD design flow structure. We are experimenting with scripting languages as a way of building new designer-oriented front-ends for design capture and analysis. Where possible, we will attempt to use infrastructure (software modules, toolkits, standards, etc.) provided by other researchers and groups. Where necessary, however, we will develop the software components needed to achieve our goals. We will work with other sites to experiment with ongoing or planned developments in the areas of intellectual property protection, commercial transactions, and design-object migration, to help evaluate new developments in such techniques and services. We will work with the design technology industry, where possible and practical, to experiment with the integration of commercial tools and services into the system.

Historical Perspective

Richard: please review and update



In the 1960's, design data management and user interfaces were not major issues for IC design Ñ the entire database often consisted of a box of punched cards and a hand-drawn roll of mylar that the designer carried to the mask shop. In the early and mid 1970's, as circuit complexity increased, proprietary and tool-dependent textual or binary data formats were developed to represent particular classes of design data, such as mask layout data and transistor or gate-level netlist descriptions.

Since most CAD programs were developed independent of one another and had their own input formats, coupling them together to form an integrated system for IC design involved writing translators to and from each program. In the worst case, for N programs, (N -1)N translators would be needed, as illustrated in Figure ??. However, as the CAD tools evolved,  their data input and output formats changed along with them. As a result, it was often necessary to keep a family of translators for each program, with each translator corresponding to a different version of the input data format. Maintaining such a family of translators soon became a CAD manager's nightmare. The number of translators can be reduced to a worst-case of 2N by choosing a common, central format and translating to and from that format, as shown in Figure ??. A number of de facto standard formats evolved in the late 1970's to meet the need for a common format and different companies standardized internally on one format for each class of data. In the mid and late 1970's, a number of public-domain standard formats were adopted (e.g. CIF for layout). While such formats provide a consistent way of storing the design data, they provide no support for managing  the data Ð Which copy is the latest version? Has the layout been changed since the schematic diagram was updated? If I change this cell, which cells that use it will be affected?  It is the ability to answer such queries that differentiates a true data management system from a simple data repository.

Collections of files, translators and management scripts, where each CAD tool had its own user interface, operated autonomously, and read and wrote it's own file formats, formed the first primitive CAD Frameworks. Though one can argue the effectiveness of such an approach, at the time such systems were the only way to link tools and users on a common design problem. In fact, this general approach is still in use in the majority of circuit and system design companies today. Though many end-users rely on turn-key vendor-supplied CAD systems today, even some of these still use this loosely-coupled approach. Over the years, a number of facilities have been added to improve the quality, data-management, and tool-flow aspects of such systems and an excellent early example of such work is the Designer's Workbench[Friedenson, 1982].

In parallel with the early translator-based work on data management, a number of companies adapted conventional database systems for managing their IC design data. Often the companies using conventional databases for IC design were the large computer or system houses who had experience with the use of database management techniques for discrete digital system design. These record-oriented database management systems (DBMS) were developed to manage IC parts inventories, part location on standard printed circuit (PC) boards, and the connections among IC pins necessary to implement the logic schematic. These lists of connections, used to guide wire-wrap or stitch-weld machines, are generally referred to as netlists. While these companies found that the application of conventional relational, network, or hierarchical database management techniques[Ullman, 1982] was effective for structured, semi-custom design styles like gate-array and standard-cell, these approaches were not successful for custom design styles or in situations where the underlying process technology and design style was evolving rapidly[Rosenberg, 1980; Weil, 1980]. Some of the specific reasons why these systems are not sufficient, even today, are described in more detail later. On the other hand, the insight that CAD data management should be based on a general-purpose storage management system rather than on a collection of task-specific representations was developed long before any truly acceptable solutions to this problem were found[Losleben, 1975].

The same rapid increases in complexity that makes the use of conventional database management techniques difficult has made the need for a unified data management system critical, especially for full-custom or structured-custom design styles. No longer is the entire design process the responsibility of a small, tight-knit group but rather teams of system designers, logic designers, circuit designers, and layout technicians must all work together and share the vast amount of data representing a modern IC-based system designÑsupport for the collaborative and evolutionary aspect of the design is now a central issue as well. The representations of IC design data, such as mask layout, schematic diagrams, documentation, simulator input and output, are quite diverse and new data representations for this and other information are being developed continuously. This evolution requires a flexible data management system which can adapt readily to new design methods and associated design representations, while maintaining acceptably high performance, and such a facility is a key component of an engineering Framework.

In the past fifteen years, procedural circuit design[Johannsen, 1979; Batali, 1980] and rule-based expert system technology have emerged as significant components of the engineering design process. These new paradigms have broadened the requirements for an engineering data management system. In a procedural description of a design, each design object may be described by data, such as its mask layout, by a local procedure, such as a parameterized cell-generator description, by generic synthesis tools, such as a logic synthesis tool or a placement program�, or by a combination of all of these techniques. 



We expect that procedural design will play an even more important role in 
future 
DSM 
systems 
than 
it has to 
date. Support for the design, manipulation, and debugging of constructive approaches to de
sign (procedural design) is critical to next-generation systems and must be supported in t
he infrastructure.



The topic of CAD Frameworks has received a great deal of attention in the past few years, motivated largely by end-users. As designs become more complex, the design data represents the "life blood" of an IC or electronic system design company. If a particular design tool does not function correctly under certain conditions, or a workstation or mainframe computer fails, one can generally overcome such problems and work can proceed. However, if the design data were to be lost in the middle of a large design project, the cost could be astronomical. Not only would the investment in design effort be lost to that point but such a situation would also cost valuable time and a market window might be missed. This is one reason why most IC design companies have resisted trusting all of their data management tasks to a single vendor, particularly if it is not possible to archive all of the data in a non-proprietary format. In addition, in todayÕs world, once a company has committed their data to a particular vendor's system, they are "locked in" to that vendor unless there  is a way of migrating the data to another system. Until recently, many system houses have used proprietary CAD systems to augment their internal efforts. That is, the turn-key system is used as a front-end for certain aspects of the design, the data is then transferred, usually via a common textual format, into the corporate design system for final checks and transfer to manufacturing. By using published textual data formats to represent the design information at certain stages, a variety of CAD vendors have provided a form of loosely-coupled openness that has met the needs of the end user in many situations. Support for industry-standard data formats such as EDIF[1987] and, more recently, VHDL[1985] have enhanced this capability. The first vendor to use the term Framework in product marketing and to provide a more tightly-coupled integration of tools� was SDA Systems, now called Cadence. The Cadence Framework, along with its extension language, Skill[Law, 1986], has found widespread use in the IC design market segment. EDA Systems developed a general-purpose CAD Framework[Brouwers, 1987] which emphasized the tasks of integrating "foreign" tools into a single CAD system and managing the history of the design data. The EDA product played a major role in popularizing the Framework concept in the electronic CAD community.


To avoid the specific association of the term CAD Framework with 
existing
 products or specific implementations, throughout the remainder of this document we will use the term Engineering Integration Environment (EIE) when referring to the collection of interfaces and se
rvices available for the constru
ction of a specific design system.

Research at Berkeley

Our research in the area of tool integration technologies began in the early 1980Õs with the development and release of the Hawk/Squid Framework[ref]. Hawk (UI) and Squid (Data Repository) represented the first EDA environment explicitly design to support the addition of tools and technologies by tool developers themselves, without having to go through a central CAD group for integration, and formed the core of the original SDA Systems (now 
Cadence
 Design Systems) integrated circuit design environment.

This project introduced a number of new ideas to EDA integration.




MAGIC, 
OCT -> CFI




A Network-Based Design Management Infrastructure



Francis, Mark: Please 
write!



Key elements



Scaleability, evolvability, etc.



Web-specific issues
—
what 
makes this different, challenging



Classification of approaches and definition of interfaces


Overall architectural vision
—
proxy-
based approach


Design objects (active data)



Object management (versions, alternatives, workspaces, etc.
—
related 
to Bentz)



Tool/agent management (api
’
s, etc. for moving tools)



Support for Collaborative Design



In the short term



Leverage of existing infra
structure (e.g. o
’
tivity)



Use of OCT 
abstraction
 (but extended!)



In the longer term



Mark
’
s research proposal (plus others
…
)



Visualization in Design and Design Management

Introduction

Michael, Walter, Heloise: please review and update



We are exploring a variety of new human-computer interaction models and will develop a new user interface paradigm oriented towards the efficient entry, manipulation, and evaluation of electronic designs and sources (distributed libraries, technology data, documentation, etc.) In our approach, all three of these tasks are integrated into a single paradigm at the user level. In particular, we are using next-generation human-computer hardware and software interfaces, including head-mounted displays and 'data gloves', to build an immersion interface for design. We are experimenting with a variety of user/computer interaction styles for both user input and computer output for the development of new 'design languages' and metaphors oriented towards the use of these new input-output paradigms in the assimilation and presentation of information from a wide range of sources, as well as in collaborative design efforts. However, we do not intend to use conventional 'virtual reality' approaches per se. 

Historical perspective

Richard: please review and update


Michael, Walter, Heloise: please review and comment


Since the CAD tools all had their own user interface, they only shared common operating-system resources at the level of a terminal or vector plot package, and since most operating systems only supported a single interactive task per user, it is understandable that early work on tool integration focused on the data management aspect. However, despite the batch emphasis of computer systems during the 1960s and early 1970s, pioneering research in on-line interactive techniques was already under way[Licklider, 1962]. SutherlandÕs Sketchpad program[Sutherland, 1963] is one of the earliest examples of on-line interactive manipulation of graphic images. However,  it was five years before even the most primitive interactive systems were developed for widespread use in the IC industry.

Early experiments in interactive programs for manipulating graphics led to the development of dedicated graphics-entry workstations in the early 1970s. These commercial systems, developed by companies like CALMA, Applicon, and Computervision, allowed users to see designs graphically on CRT displays and to manipulate them directly using digitization tablets or light pens. With the early graphics systems, users still drew their layouts by hand, on paper or mylar, and then digitized them. It was still some years before the design paradigm shifted sufficiently that designs were actually constructed directly via the interactive display, without the hand-drawn master. Initially,  these dedicated graphics systems were expensive, at over $130,000 per station, so  efficiency became the overriding influence on the user interface. Unlike modern systems, quick learning time was not emphasized. On the contrary,  dedicated technical personnel were trained to enter designs quickly and were often kept busy around the clock to defray the high cost of the system.

Even though these CAD systems emphasized input efficiency above all else, they contributed important technical innovations and improvements to the state of graphic user interfaces. Early systems used keyboard input for controlling all non-graphic aspects of the program and for the construction of complex macro commands, such as the Calma GPL facility[Smith, 1975]. More accurate light pens and digitization devices led user interface designers to focus on efficient use of the pointing device. Fixed on-screen menus or command annotations on a digitization tablet required less typing and reduced hand and arm motion. Some companies, notably Applicon, even experimented with sophisticated pattern recognition algorithms which could recognize characters drawn freehand on the screen with the pointer. These characters were then interpreted as specific commands or were bound to command macros. Many of these features appear in user interfaces today. 

The last five years have also seen dramatic changes in the user interface area as well. In the early 1980s,  inexpensive artwork entry systems[Billingsley, 1983; Ousterhout, 1981; Ousterhout, 1984] and schematic entry systems based on well known interactive graphics techniques[Newmann, 1973; Foley, 1982] were developed that rivaled the capabilities of the dedicated graphics editors of the previous era. Instead of hiring and training dedicated personnel to operate expensive layout entry systems, companies began providing these low-cost systems on the engineer's desk. The introduction of multiple-window interfaces soon followed, based on the pioneering work of the late 1970s at Xerox[Johnson, 1989; Tesler, 1981] and made popular by Apple in its Macintosh[1985] and Lisa computers. These interfaces incorporated new features now found in most modern systems: a window for each application, pop-up or pull-down menu systems, forms-based input with check boxes, toggle buttons, and text fields, and mouse based manipulation of items on the screen. 

With the advent of low-cost, bit-mapped, high-resolution workstations, some attempts are being made to standardize user interface facilities and to provide standard features at higher levels of abstraction as well[Scheifler, 1986]. We believe that the area of user interface is key to the success of future CAD integration technologies, if engineering design systems are to find their way into the broad base of potential users. Engineers and scientists who are experts in their particular disciplines should be able to work with a system that speaks the language of their discipline. If the CAD tool developer and CAD system integrator are to be able to provide such domain-specific interfaces at reasonable cost, in reasonable time, and such that they can be ported to new generations of hardware platform, the CAD Framework must provide a wide range of facilities for developing such interfaces and these facilities must be based on evolving standards. We believe that the ability to deliver platform-independent user interfaces over the network (e.g. via TCL[Ousterhout, 199?] or Java[ref]) combined with evolving display standards (e.g. VRML [ref]) and new classes of user peripherals (e.g. head-mounted displays, immersive displays, high-performance hand input devices), will play a central role in the next generation of design systems. The application of these technologies in the WELD project are presented below.


Research at Berkeley



Richard: please review and update



KIC, Hawk, VEM, Caesar, Magic, other work???

CannyÕs new stuff; Sequin?

Summary

As software systems continue to grow in size and complexity, programmers have turned to object-oriented approaches to code development and support (e.g.[Moon, 1986; Tesler, 1981; Bobrow, 1981; Meyer, 1988; Stroustrup, 1987; Java, 1994]). The next generation of computing technology, with an order of magnitude increase in performance at the desk top for comparable price to workstations of today and with direct hardware support for complex 3D multimedia graphics, even in portable client-oriented devices, will be a key factor in making such approaches practical and affordable outside the research laboratory. In an analogous way, IC designers are already using procedural descriptions of design components, akin to the objects in many of these languages. In addition, the database management community is directing its attention to the management of object-based descriptions of systems. From an IC design point of view, these three technologies are converging in the next generation of data management and programming systems for IC design. We expect that the interfaces to these systems will be indistinguishable from that of an object-oriented programming environment and a number of new companies have been formed in the past few years to address specifically the issue of object-oriented data management for engineering applications. One of the major challenges these companies face is that of adding the engineering data management-specific and engineering design management-specific features to their environments, while also meeting the very high performance requirements of the engineering world. In the WELD system, we are bringing all of these elements together in a prototype environment. We believe that the interaction among these technologies is key to major breakthroughs in the overall architecture of a next-generation design environment and architecture.


Application of Modern Visualization Techniques to Design



Michael, Walter, Heloise: please review and comment


What are the key elements of the interface (display, 3D, 
animation
, high-res, haptic)



What are the opportunities they offer


Key aspects of modern design problems


Visualization of the design and its processes
 (literal versus abstract)



Visualization of the process of design (collaboration)


Collection of applicable metaphors and ideas



“
feeling involved
”
 global perspective



DOF, LOD, Hyper approaches



human 
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“
machine
”
 help
; interactive exploration



Examples of simple applications


Overall 
research 
approach and roadmap



First-draft dump of ideas and directions



New Algorithms and Approaches

Introduction

Andrew, Wray, Lixsin: please complete

Summary and Conclusions

Andrew, Richard (with help from all): please complete

The proposed design environment will be oriented towards rapid design capture and evaluation, along with the effective evaluation and use of existing, pre-defined (or pre-specified, in the case of synthesizable or mappable components) components. In addition, the system will be coupled into existing back-end design tools, both developed at universities as well as from commercial sources so as to validate the broad application of the prototype system architecture. 

�Appendix 1: The WELD Team
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Name
�
Phone
�
FAX
�
E-mail
�
�
Prof. A. RichardNewton �510-642-2967�510-643-5052 �rnewton@ic.eecs.berkeley.edu�
�
Dr. Wray Buntine�510-643-9705�510-643-5052 �wray@eecs.berkeley.edu�
�
Dr. Andrew Mayer�510-845-7933�510-643-5052 �mayer@eecs.berkeley.edu�
�
Sharad Agarwal�510-664-0518�510-643-5052�sagarwal@ic.eecs.berkeley.�
�
Francis Chan �510-642-5790�510-643-5052 �fchan@eecs.berkeley.�
�
Naji Ghazal �510-642-5322�510-643-5052 �naji@eecs.berkeley.edu�
�
Mike Horton�510-642-9698�510-643-5052 �horton@eecs.berkeley.edu�
�
Serena Leung�510-642-5790�510-643-5052 �wleung@eecs.berkeley.edu�
�
Michael Shilman�510-642-9698�510-643-5052 �michaels@eecs.berkeley.edu�
�
Mark Spiller �510-642-9698�510-643-5052 �mds@eecs.berkeley.�
�
Suzan Szollar�510-643-5187�510-643-5052 �szollar@ic.eecs.berkeley.edu�
�
James Young �510-642-1459�510-643-5052 �jimy@eecs.berkeley.edu�
�
Jimmy Zhang�510-642-5048�510-643-5052�zhengyu@ic.eecs.berkeley.edu�
�
�Appendix 2: Related References & URLs





� Professor Chenming Hu, University of California, Berkeley. Industrial Liaison Meeting, Berkeley CA., April 1996.

� The demonstration is available for use with any Java-enabled Web browser at 
http://www-cad.eecs.berkeley.edu/Respep/Research/weld/


� Of course, the problem of pure analog design is also extremely difficult in a DSM world. We have chosen to limit our scope to digital and some specific classes of mixed-signal systems for now!

� Dynamic logic families, such as Domino Logic, might be used where performance is required at the cost of some additional power.

�For example, a channel in a gate-array or standard cell is represented by its specific constraints and requirements - channel size, shape, pin locations, and connection list - and an associated channel routing tool.

�In this case, the tools were integrated into the same Unix process address space and shared a common data representation in virtual memory. 
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